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ABSTRACT

The increasing capture and analysis of large-scale longitudinal
health data offer opportunities to improve healthcare and advance
medical understanding. However, a critical gap exists between
(a)—the observation of patterns and correlations, versus (b)—the
understanding of true causal mechanisms that drive outcomes. An
accurate understanding of the underlying mechanisms that cause
various changes in medical status is crucial for decision-makers
across various healthcare domains and roles, yet inferring causal-
ity from real-world observational data is difficult for both method-
ological and practical challenges. This Grand Challenge advocates
increased Visual Analytics (VA) research on this topic to empower
people with the tool for sound causal reasoning from health data.
We note this is complicated by the complex nature of medical
data—the volume, variety, sparsity, and temporality of health data
streams make the use of causal inference algorithms difficult. Com-
bined with challenges imposed by the realities of health-focused
settings, including time constraints and traditional medical work
practices, existing causal reasoning approaches are valuable but in-
sufficient. We argue that advances in research can lead to new VA
tools that augment human expertise with intuitive and robust causal
inference capabilities, which can help realize a new paradigm of
data-driven, causality-aware healthcare practices that improve hu-
man health outcomes.

Index Terms: Causality, Visual Analytics, Healthcare, Outcome,
Treatment, Temporal Data

1 INTRODUCTION

The increasingly embraced medical data revolution provides many
promising opportunities to improve health outcomes through data-
driven practices [5], but also introduces significant new challenges.
Visual analytics has been seen as a powerful tool to address many
of these challenges [8], and much progress has been made. How-
ever, one crucial aspect remains underexplored (for both health and
visual analysis discipline in general [2, 11]): visual analytic tools
for causal reasoning.

Figure 1: A traditional bar chart visualization of treatment A (TA) and
treatment B (TB) for kidney stone treatment data [4].

Causal understanding and inference are central to many medical
decisions. Doctors choose interventions with the aim of causing
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improvements to a patient’s condition. Patients choose treatments
with the goal of causing benefits to their health status. Public health
professionals choose policies with the aim of causing improvements
to the health outcomes for a given population. Yet many visualiza-
tions of health data rely on representations of patterns and corre-
lations that leave any causal inferences to the user without proper
visual support.

For example, consider a bar chart showing data for two kidney
stone treatments, TA and TB, where TB exhibits a higher success
rate (Figure 1). A decision maker looking at this chart might un-
derstandably come to the conclusion that the data support the use
of TB. However, omitted from the design of this chart is a critical,
high-stakes question: Why? Was it the treatment itself that caused
an improvement for TB patients, or perhaps TB patients were dif-
ferent from those that received TA in a meaningful way (younger,
healthier, milder disease state)? In this case, we see that TB is cor-
related with better outcomes, but is it the cause? Incorrectly mis-
taking correlation for causation can lead to misguided decisions
that worsen rather than improve health outcomes.

In the previous example, a closer examination of the kidney stone
treatment data (from a real-world case [13]) shows that the popu-
lations receiving the two treatments TA and TB were in fact quite
different in how their condition presented (small vs. large stone
size). In a classic case of Simpson’s Paradox, the data show that
TB had a higher efficacy rate overall while TA performed better for
both small and large stone populations. This simple but compelling
example provides a warning regarding the potential of confound-
ing variables to mislead us as we seek data-based evidence for our
decisions.

Table 1: Success rates of kidney stone treatments (TA and TB) for
small and large stones [4]. Values in bold imply that TB is more
effective overall while TA is more effective for both small and large
stones.

Stone Size TA TB
Small 93% (81/87) 87% (234/270)
Large 73% (192/263) 69% (55/80)

All 78% (273/350) 83% (289/350)

Meanwhile, medical data can be enormously complex, with po-
tentially hundreds of thousands of non-independent variables to
consider (the ICD-10 system alone has approximately 70,000 dis-
tinct codes), Disentangling the causal relationship between any sin-
gle event (e.g., a particular treatment decision) and a desired out-
come becomes enormously challenging. This becomes even more
difficult with the introduction of advanced statistical and AI models
which can make the connection between specific factors and out-
comes even more opaque.

Visual Analytics (VA) offers a powerful way forward, not just for
data exploration, but as a crucial bridge for insight-driven causal
inference and validation. VA is more than just data visualization;
if designed to support causal reasoning, VA could serve as a bridge
between users and the underlying data and algorithms. It could en-
able a collaborative process where users (e.g., clinicians, patients,
policymakers) could partner with intelligent systems via a “causal
conversation” with the data. This position paper calls upon the vi-
sual analytics community to tackle one of the most profound chal-
lenges in data-driven healthcare: uncovering causal relationships
from real-world data to improve health decision-making.



2 THE FRAILTY OF STATISTICAL CAUSAL MODELS

Existing visualization methods [20, 21, 9, 6] heavily rely on the use
of expert-defined directed acyclic causal graphs [15]. However, this
approach could often face challenges in real-world healthcare:
Computation: Automatically discovering a causal graph from data
is an NP-hard problem [7]. For a typical clinical dataset, this is not
just a theoretical concern. Consider a moderately complex dataset
from an EHR system with thousands of dimensions and sometimes
yields 1 million [8] per patient—a mix of demographics, diagnoses,
lab results, medications, and vital signs taken over time. The num-
ber of potential relationships between these variables explodes into
the trillions, making the exhaustive computation of a reliable causal
graph practically impossible.
Comprehension: Even if we could compute such a causal graph,
what would a patient, a clinician, or a health analyst do with it?
A visualization of a causal graph with a number of nodes and a
number of directional causal links could possibly be an incompre-
hensible “hairball” general users, who are usually not experts in
statistics. It therefore may fail to provide the actionable insight that
is the ultimate goal of the analysis [2]. The challenge is to invent
novel visual analytics paradigms that open up this black box, al-
lowing users to scrutinize, understand, and even steer the process
of creating comparable cohorts, thus understanding causal graphs.

Future Direction

• Transparent Visual Causal Modeling. A key opportu-
nity for VAHC is to create visual analytics tools that make
the causal modeling process transparent and interpretable—
allow users to interactively build causal models, visualize
the impact of certain variables, and understand the trade-offs
made by statistical methods.

3 LIMITATIONS BEYOND CAUSAL GRAPHS

Statistical techniques like propensity scoring [10] have proven use-
ful for causal inference by creating comparable groups from obser-
vational data. With this idea, counterfactual visualizations [17, 18,
19] were proposed to help users reason causality by constructing
“what if” data subsets. They lower the barrier to entry by not requir-
ing causal models and statistical expertise. However, the processes
and assumptions often remain opaque and challenging to clinical
users.
Temporality: Causality in healthcare is fundamentally tied to se-
quences and time—all use cases in health data can be relevant to
time [1]. While seemingly straightforward, effectively visualiz-
ing temporal data to support causal reasoning is exceptionally dif-
ficult. In such conditions, a meaningful counterfactual question is
rarely “What if the patient had been given Treatment B?” but rather,
“What if Treatment B had been administered after the fever spiked
on day 3, instead of Treatment A?” Initial effort [12] has been made
to deal with event sequence data; however, it heavily relied on even
more complex causal models, and may implicitly rely on temporal
precedence as a proxy for causation. For example, such a visualiza-
tion might clearly show that patients receiving a new therapy were
less likely to be readmitted to the hospital. However, it may fail
to visually account for a critical hidden confounder: perhaps the
new therapy was only given to healthier patients in the first place.
The visualization, by merely ordering events, can unintentionally
reinforce a fallacious causal conclusion.
Dynamic real-world scales: While promising, many proposed
techniques have only been demonstrated on simplified, low-
dimensional datasets. With a 1000+ dimension patient record, a
simple user interface may become unusable, e.g., which of the thou-
sand features should the user be prompted to change? How can the
system guide the user to plausible or meaningful alternative sce-
narios without overwhelming them with infinite choices? Existing

systems lack the guidance and navigational functionalities needed
to make causal inference processes feasible and meaningful at this
scale.

Future Direction

• Visualizing Causal Effects in Temporal Treatment Path-
ways. An urgent challenge for VAHC is to possibly con-
nect visual causal inference with event sequence visualiza-
tion, moving from a logic of “this followed that” to “this hap-
pened instead of that, considering these other factors”.

4 CHALLENGES FROM THE EMERGING ERA

Beyond the foundational issues of scalability and temporal repre-
sentation, the rapid evolution of emerging technologies presents a
new set of challenges.
Healthcare AI models The deployment of complex, often opaque
AI models in clinical settings is accelerating [16]. These models
may recommend treatments or predict risks, but they rarely explain
their reasoning in a causally meaningful way for general users [3].
One of the key challenges for VA is to serve as a causal auditor and
explainer for AI systems’ healthcare scenarios.
Multi-modal data The complexity of healthcare data is no longer
just about the number of variables; it’s about the variety of data
types [8]. A patient’s story is told through structured EHR events,
continuous time-series from ICU monitors, high-resolution pathol-
ogy images, static but massive genomic profiles, and narrative clin-
ical notes. A pressing new challenge is to develop VA frameworks
that support causal inference across these fundamentally different
modalities.
Collaborative inference Historically, VA has focused on help-
ing users analyze data under the assumption that either no reli-
able causal model exists [14], or the causal model is entirely pre-
designed by experts [9]. A forward-looking challenge is to flip this
paradigm: can we use VA to connect general users and experts to
collaboratively build and refine causal models? In such a system,
the large models could analyze the data to suggest potential causal
links based on statistical evidence. The human users would then
use their own knowledge or simply priors to visually confirm, re-
ject, prune, or modify these links, adding directionality and context
that the data alone cannot provide—resulting in a direct manipula-
tion of causal models.

Future Direction

• Causal Auditing and Explainability for Clinical AI. A crit-
ical role for VA is to serve as a causal auditor for clinical AI.
Instead of just explaining what features an AI used, VAHC
research can create interfaces for “causal sanity checks”
and support the development of causally-informed machine
learning models that are more robust and reliable in real-
world clinical practice.

5 THE FUTURE OF CAUSAL INFERENCE-ENABLED VAHC
We have outlined the profound need to use visualization methods
to move beyond simple correlations and toward a causality-aware
understanding of health data. We argue that the path forward is
not to build automated “causality-finding machines” that replace
human experts, but rather that we need to achieve a more ambitious
goal: augmenting human intelligence to support causal reasoning
through a new generation of visual analytics tools.
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