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Figure 1: The Cadence visual analytics system in use to examine data from a cohort of 998 patients from early in the COVID-19
pandemic. Because no official COVID diagnosis was available in the standard coding systems at that point in the pandemic, a
temporal query of “First ICD-10 Diagnosis” followed by a one year time window was issued to select all patients and all events in the
available data. As the visualization shows, the patients were 79% COVID-positive (based on a standardized COVID phenotype),
60% female, and represented a wide variety of ages, from infants to elderly adults. An exploration of potential risk factors based on
this cohort is presented within this paper.

ABSTRACT

As the COVID-19 pandemic continues to impact the world, data
is being gathered and analyzed to better understand the disease.
Recognizing the potential for visual analytics technologies to support
exploratory analysis and hypothesis generation from longitudinal
clinical data, a team of collaborators worked to apply existing event
sequence visual analytics technologies to a longitudinal clinical data
from a cohort of 998 patients with high rates of COVID-19 infection.
This paper describes the initial steps toward this goal, including: (1)
the data transformation and processing work required to prepare the

*email: borland@renci.org
†e-mail: irenab@live.unc.edu
‡e-mail: kfecho@renci.org
§e-mail: epfaff@email.unc.edu
¶e-mail: xuhao@renci.org
||e-mail: champioj@email.unc.edu

**e-mail: bizon@renci.org
††e-mail: gotz@unc.edu

data for visual analysis, (2) initial findings and observations, and
(3) qualitative feedback and lessons learned which highlight key
features as well as limitations to address in future work.
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human-computer interaction, medical informatics, COVID-19

Index Terms: Human-centered computing [Visualization]: Visual-
ization systems and tools—; Human-centered computing [Visualiza-
tion]: Visualization application domains—Visual analytics

1 INTRODUCTION

Beginning in late 2019, the emergence of the SARS-CoV-2 virus and
its corresponding disease COVID-19 triggered a quickly spreading
global pandemic. The crisis has caused health and economic harms
to billions of people around the world, and resulted in millions
of deaths in less than two years of existence. As of this writing,
novel variants are emerging and continue to ravage unvaccinated
populations [6]. As a result, and despite the development of effective
vaccines, it appears that the virus is becoming endemic [25].

This ongoing health crisis has led to significant investments in
research to better understand the nature of the SARS-CoV-2 virus,
the novel disease it causes, risk factors that relate to severe outcomes,
and the efficacy of potential treatments. One major initiative spon-
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sored by the National Institutes of Health in the United States is
the National COVID Cohort Collaborative (N3C) [2, 18]. N3C is
a multi-institutional effort to collect and share longitudinal clinical
data in support of urgent research related to the pandemic.

Given the novelty of the COVID-19 disease–including many un-
knowns surrounding long and short-term symptoms, risk factors,
and response to treatments–there is great interest among researchers
in finding effective tools that can facilitate exploratory analysis and
hypothesis generation based on complex longitudinal clinical data.
These requirements align well with the general goals of visual an-
alytics technologies [12, 24], and fit particularly closely with the
capabilities of certain visual analytics tools developed for under-
standing event sequence data [15].

Motivated by this alignment in analytic requirements and sys-
tem capabilities, a collaborative project was initiated to apply Ca-
dence [14], an existing prototype visual analytics tool for event
sequence analysis, to COVID-centric clinical data gathered at UNC
Health using the N3C phenotype definition. This paper describes
key aspects of this project, including: (1) the data transformation and
preparation work required to ready the COVID cohort data for visual
analysis, (2) initial findings and observations from a visual analysis
of the data, and (3) qualitative feedback and lessons learned which
include observations that motivate future research opportunities.

2 RELATED WORK

This section provides an overview of two key areas of research that
provide a context for the work presented in this paper: applications
of visualization to support the response to the COVID-19 pandemic,
and visual analytics techniques for event sequence analysis.

2.1 Visualization and COVID-19
The value of visualization for health-focused applications has been
well-studied [12], including both clinical use cases [27] and public
health applications [22]. Accordingly, visualization has played a key
role in the ongoing response to the COVID-19 pandemic. Examples
include visualizations for managing the rise in telehealth activity [8],
surveillance tools for tracking infection prevalence geographically
and over time [9], and fatality management tools for managing
the worst of the pandemic’s impacts [17]. One common theme
in these efforts is the need for rapid development and innovation
to meet the needs of a quickly changing environment. Our work
follows a similar rapid development process. However, in contrast
to the COVID-related articles cited above, which primarily focus
on situational awareness and crisis management for on-the-ground
response, the work presented in this paper aims to support COVID
research activities for analysts working to better understand the
nature of the disease.

2.2 Event Sequence Analysis
Event sequence data has been the focus of a large number of visual
analytics research efforts [15]. From techniques for individual event
sequences (e.g., [21]) to those for large collections of sequences
(e.g., [28,29]), many of these technologies have been developed with
medical data analysis as a primary application. More recent work
has focused on solving scalability challenges for these types of visual
analytics tools [10]. Such challenges are especially pronounced in
medical data, such as the extensive number of event types that arise
from large medical coding systems [13, 14].

Reflecting the need for rapid progress, the work reported in this
paper leverages Cadence [30], an existing visual analytics platform.
Cadence employs a scalable visual design similar to the earlier
DecisionFlow design [13], but adds selection bias quantification
tools [3, 4] and data aggregation and navigation features for hierar-
chical event types such as those found in coded medical data [14].
This hierarchical aggregation and navigation feature proved espe-
cially useful for the work reported in this paper because, beyond the
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Figure 2: The type hierarchy for this project includes a combination of
standard coding systems, custom hierarchies for new COVID-specific
concepts, and representations of different imputation methods.

normal benefits for high-dimensional health data, it provided a way
to allow users to optionally distinguish between different imputation
methods during as part of their analysis.

3 METHODS AND FINDINGS

To support exploratory analysis and hypothesis generation by re-
searchers investigating the clinical nature of COVID-19, we applied
the Cadence visual analytics system to longitudinal medical data
from UNC Health that was collected using the N3C phenotype defini-
tion in collaboration with the Integrated Clinical and Environmental
Exposures Services (ICEES) [1, 11] team at UNC-Chapel Hill.

ICEES is an open regulatory-compliant service that exposes sen-
sitive clinical data (e.g., EHR data, survey data, research data) that
have been integrated at the patient level with a variety of public
environmental exposures data (e.g., airborne pollutants, major road-
ways/highways, socio-economic factors, landfills, CAFOs). ICEES
provides disease-agnostic capabilities for data access and analysis,
and was recently adapted to support research activities surrounding
coronavirus infections.

This section details the key steps required to apply the Cadence
visual analytics system in this context, and describes an initial set
of interesting findings. This work represents the first steps towards
the ultimate aim of fully integrating Cadence capabilities within
the larger ICEES platform for longitudinal analysis of large scale
clinical data.

3.1 Data Preparation

Data for an initial set of 999 patients were obtained from the N3C
team at UNC-Chapel Hill. The data included patient demographic
attributes (including ethnicity, gender, race, and age), diagnoses,
procedures, and laboratory tests. One patient was excluded because
there were zero diagnoses present in that patient’s data, resulting in
an overall cohort of 998 patients. The cohort was 60% female and
included patients of all ages from infants to elderly adults. These
figures are visible in the Attributes sidebar on the left side of Figure 1.
The data were represented using standard medical coding systems
(e.g., ICD-10, CPT4, and LOINC), and included several newly added
codes created specifically for COVID-related concepts.



The data also contained labels for each patient identifying their
COVID-19 status (COVID positive or COVID negative). Because
the data for this cohort was captured early in the pandemic, few
patients had actual COVID tests. Instead, labels were assigned to
each patient based on a specific set of criteria regarding combinations
of diagnoses and lab test results. In all, 79% of the cohort was labeled
as COVID positive.

Data was provided in a set of JSON-encoded FHIR format files
[16] and transformed into the Cadence data model. This model repre-
sents time-specific events as < ID,Date,EventType > triples where
the EventType has both a class and a code component (e.g., <ICD-
10,B34.2> to represent a coronavirus infection using the ICD-10
coding system). As part of this process, all diagnosis and procedure
data was included. However, only LOINC data specifically related to
COVID was included in the transformation from FHIR to Cadence
formats. This includes LOINC-coded data about COVID tests (for
those that had access, which was limited at the time) and other lab
tests thought to be associated with COVID-related outcomes based
on published literature [2]. Other LOINC lab tests were excluded
from the analysis due to the manual work required to include these
values (see the next section for more details).

3.2 Data Imputation and Categorization
Unlike diagnoses or procedures, which are represented as categorical
events (e.g., a pneumonia diagnosis made on a specific date), lab
tests are typically associated with attributes. For example, a white
blood cell count test would include not only the fact that the test
occurred, but also the value of the result. To fit this type of data
into the triplet format used by Cadence, the lab results needed to
be converted into categorical values. To achieve this goal, we used
reference ranges for the test results to map observed numerical values
to either High, Normal, or Low categories. Then, within the data, we
created three types for each lab test (e.g., White-Blood-Cell-HIGH,
White-Blood-Cell-NORMAL, White-Blood-Cell-LOW).

This process worked predictably and reliably when reference
range data was available in the original FHIR data. However, we
found information about High or Low ranges were often missing.
Moreover, the specific ranges used to determine High or Low values
can vary from patient to patient in complex ways based on their
medical condition.

We therefore applied a two-phase imputation algorithm to fill in
missing high or low reference range information. First, in a local
imputation phase, if a given occurrence of a lab test was missing a
reference range, we looked at the same patient’s data to see if there
were any records of the same test being performed on different dates
that included a reference range. If so, we applied the reference range
most frequently used for that patient on other dates to the lab test that
was missing a reference range. Second, in a global imputation phase,
if a given occurrence of a lab test was missing a reference range and
all occurrences of that lab test for the same patient were also missing
reference ranges, we applied the most frequent reference range from
the overall population to that lab test.

3.3 Event Type Metadata
Cadence leverages event type hierarchies to manage complexity by
performing aggregation of similar event types. The system recom-
mends informative levels of aggregation while enabling users to
manually move up or down the hierarchy of event types as desired
during analysis. Standard medical codes are used as much as pos-
sible by leveraging the open-source Athena vocabulary database
maintained by OHDSI [20]. However, the advent of COVID has
led to the introduction of a number of extremely new codes. One
key feature of Cadence is that it allows manually defined type hi-
erarchies to supplement those in Athena, and this feature was used
to add support for any new codes found in the data that were not
present in Athena. These event types are shown in Figure 2.

The manually defined type hierarchy feature of Cadence was also
critical for maintaining transparency for imputed event types. The
imputation process described in Section 3.2 produces a High, Nor-
mal, or Low label for all lab tests. It was important to ensure that
analysts could both: (1) treat all High (or Normal, or Low) values the
same regardless of imputation method to maximize statistical power,
and (2) distinguish between imputation methods to identify batch
effects for validation of the various approaches. This was accom-
plished by inserting multiple event types into the hierarchy for each
categorized lab test result, one for each imputation method. This can
be seen in the user interface snapshot shown in Figure 2 for the AST
lab test. The expanded hierarchy shows three subtypes of AST tests:
High, Low, and Normal. The expanded High value section shows
subtypes which can be used to represent High values obtained via
the two types of imputation. This approach enables comparisons of
different imputation methods as shown in Figure 4(b).

3.4 Findings

Once the data processing stage was complete, the data were loaded
into the Cadence event sequence visual analysis platform for analy-
sis. The data were initially explored by developers of the Cadence
system. Then two interactive meetings were held with members
of the collaborating ICEES team at UNC-Chapel Hill. The first
meeting included two developers and five other full-time research
staff collaborators, including three PhD-level researchers involved
in medical data analysis. The second meeting included two develop-
ers and one PhD-level researcher in medical data analysis. During
these meetings, the visualization was displayed to all attendees us-
ing Zoom screen sharing and jointly analyzed as we discussed the
findings.

The first step in using Cadence was to issue a query. Event
sequence visualization tools, including Cadence, generally aim to
temporally align event sequences by a sentinel event (e.g., first
diagnosis of COVID-19) to see patterns in how patients evolve
before or after the alignment point. However, in the early days
of the pandemic, patients were not often formally diagnosed with
COVID-19. The disease was novel and not yet represented as a
coded diagnosis within the EHR systems. Therefore, data were
retrieved by issuing a temporal query that asked for one year of
medical data following the first occurrence of any ICD-10 code. The
generic nature of this query ensured that all 998 patients in the cohort
matched the query, and the one year duration of the time window
was sufficiently long to ensure that all available data was included
in the analysis. The COVID-19 label value for these patients was
used as the outcome with a positive COVID-19 value representing a
negative outcome for the purposes of analysis.

The result from this initial query is shown in Figure 1. The At-
tributes column provides a summary of key non-temporal patient
data including gender, ethnicity, race, and age distributions. In addi-
tion, the summary view showed that 79% of patients were labeled
as COVID-positive.

Analysts were next drawn to the event scatterplot on the right side
of the Cadence interface. Each circle in this plot represents a specific
event type or higher-level event type group (e.g., a range of closely
related ICD-10 codes) as determined by a dynamic hierarchical
aggregation algorithm that aims to maximize informativeness of the
visualized representation with respect to the outcome (in this case,
a patient’s COVID-19 label) [14]. The x-axis represents the event
type’s correlation with the outcome, and the y-axis represents the
proportion of the population that exhibits the corresponding event
type. Given this encoding, the most “interesting” events tend to be
those on the left/right extremes (higher correlation) and toward the
top of the scatterplot (high frequency).

Via interactive probing of this plot, the team was able to quickly
confirm that well-publicised COVID-19 symptoms were indeed
among the most strongly associated factors with a positive COVID-



19 label. Factors standing out at the periphery of the scatterplot
included cough, fever, pneumonia, and a range of respiratory issues
including general difficulty in breathing. The very quick identifi-
cation and confirmation of these well-known symptoms raised the
team’s confidence in the system’s analysis capabilities.

Similarly, a strong negative indicator for COVID-19 was a nega-
tive COVID test. These tests were rare early in the pandemic, and
some patients who tested negative later tested positive. However, a
negative test was by far the strongest negatively associated factor.

Not all findings were confirmatory, however, with the visualiza-
tion highlighting some surprising discoveries. For example, there
was a strong negative association between an “exposure to commu-
nicable disease” ICD-10 diagnosis and a positive COVID-19 status.
Given the focus on contact tracing and our understanding of how dis-
ease spreads, this is opposite from what might be initially expected.
However, surprisingly, the statistics for this diagnosis placed it quite
close to a negative COVID-19 test in the scatterplot. A discussion
within the team ensued to interpret this finding, and the leading
hypothesis was that early in the pandemic, fearful patients with no
symptoms were arriving for medical care because of potential expo-
sure as their only risk factor. Without observable symptoms or the
availability of confirmatory tests, these patients were not considered
COVID-positive.

Similarly, the team was somewhat surprised to see a lack of strong
support for some lab tests that had been expected to be predictive
indicators for positive COVID cases: AST, Albumin, C-Reactive
Protein, Ferritin, Lactate, and White Blood Cell Count [2]. Abnor-
mal tests did show some correlation with positive COVID cases, but
the strength of the effect was very small. For example, Figure 4(a)
shows the data for AST tests in our cohort. This screenshot from
Cadence shows that the High AST test results did have a stronger
correlation than Normal or Low tests, but all were close to zero.

This could be caused in part by the imbalance in our cohort
(70% COVID-positive) as well as the fact that these patients were
from early in the pandemic before standards of care were developed.
However, we can also see another potential problem from the visu-
alization. The gray triangle beneath the High circle in Figure 4(a)
is wide. This is a scenting clue provided by Cadence that variation
exists within children event types.

Clicking on the High circle brought us to the view in Figure 4(b).
Here we can see that not all High lab tests are the same. Locally
imputed high AST test results were statistically similar to those
found in the raw data. Globally imputed values, however, were
quite different. This suggests a potential problem with the global
imputation algorithm which may be obscuring more meaningful
relationships between labs and a patient’s COVID status. This shows
the critical value in ensuring that analysts can distinguish between
observed data, imputed values, and the different methods used for
imputation.

Other interesting findings included a surprising-to-the-team link
between sleep apnea and COVID-19 status. As shown in Figure 3,
the general class of diseases of the nervous system (ICD codes in
range G00-G99) had a positive correlation with COVID-19. Drilling
down via the visualization, we found sleep apnea to be the predom-
inant diagnoses within this category. This was a new discovery
for those of us in the meeting, but a subsequent literature search
demonstrated that this finding is in fact in line with recently pub-
lished research [23]. In a similar way, we found relatively strong
links between various hyperlipidemia diagnoses and COVID-19 sta-
tus. This too was confirmed by a subsequent literature search as an
exacerbating factor [5, 26].

4 DISCUSSION

Beyond the specific findings about the data, our analyses and the
two interactive team meetings described in Section 3 yielded several
insights about both the utility of various event sequence analysis

features and open challenges that would be valuable to address in
future work.

For example, the collaborators found the attribute summaries
useful to ground the work. “That’s handy, the demographics.” Com-
menting on the gender breakdown, “that’s about the hospital break-
down.” This along with confirmation of known symptoms increased
user confidence in the system.

The ability to browse visually up and down the event type hierar-
chy as part of the visualization was seen to be especially valuable.
A collaborator commented “that’s a nice feature I think, often you
care about the higher level” aggregation. In addition, it enabled
users to search for generic terms (e.g., ‘vent’ for ‘ventilator’) and
then browse from that point to find a specific code or code group.
Relatedly, the ability to leverage the type hierarchy to distinguish be-
tween observed values and different types of imputed values proved
extremely valuable. As described in Section 3 with the AST lab
test example, this approach provided essential transparency as to the
batch effects between different methods of imputation.

Beyond these useful capabilities, the surprise findings were often
most exciting for users. Remarking on the previously described sleep
apnea observation, one user exclaimed “Oh, OK. That’s interesting!”
Users would then immediately begin thinking about the potential
validity of the discovery. Showing her internal thought process,
a user commented about the sleep apnea discovery by stating “it
makes sense. It’s a big risk factor for anesthesiology too.”

In terms of limitations, there were several that would benefit from
additional research. One key constraint was the requirement that
events with attribute values (e.g. lab tests) be mapped to categor-
ical values (e.g., High, Normal, Low). This forces an analyst to
impose arbitrary thresholds. This can obscure potentially valuable
information such as trending in labs performed multiple times, or
differences in thresholds for different patients. There has been some
past research exploring events with attributes [7] but continued re-
search is needed. Similarly, the pre-defined type hierarchy imposes
constraints on the units of analysis. Support for more dynamic and
flexible grouping would bring these tools closer to allowing arbitrary
value sets [19] during analysis.

Finally, one of our collaborators mentioned that we could “do
cool stuff with other outcomes and a better dataset.” For future work,
we aim to apply Cadence to a larger 100,000 patient cohort from
from UNC Health that has a more balanced case/control population
and which includes samples from later in the pandemic. This will
enable us, as requested by our collaborators, to look more closely at
different outcomes, such as mortality, ventilation, or other indicators
of severe disease.

5 CONCLUSION

A collaborative effort was undertaken to adapt and apply existing
visual analytics technologies to support exploratory analysis and
hypothesis generation from from UNC Health data gathered using
the COVID phenotype definition developed by the National COVID
Cohort Collaborative (N3C). This paper describes the initial steps
toward this goal, including: (1) the data transformation and prepara-
tion work required to prepare the data for visual analysis, (2) initial
findings and observations, and (3) qualitative feedback and lessons
learned about the visual analytics system which highlight both useful
features and limitations to address in future work.
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A ADDITIONAL FIGURES

G47.3 Sleep Apnea

Figure 3: Diagnoses for diseases of the nervous system showed positive correlation with COVID-19-positive status. Drilling down via the interactive
scatterplot, it was found that Sleep Apnea was the most common diagnosis code within that category and exhibited a positive correlation.
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Figure 4: Several lab tests that were thought to be associated with COVID-19 infection proved to have weaker association than expected in the
study cohort. (a) This example screenshot shows that high AST tests had a stronger positive correlation with COVID than normal or low tests, but
the effect was very weak. Meanwhile, the scenting feature of Cadence (the gray triangular glyph underneath the High dot in the plot) suggests
that variation exists between subtypes of High AST. Clicking on the High dot brings up (b) a visualization of the High result’s subtypes which
correspond to different methods of imputation. The plot shows that local imputation methods perform well in that the locally imputed High lab
values have similar correlation statistics to the High test results found in the raw data. However, global imputation appears to have performed
poorly as indicated by the large difference in correlation to COVID-positive patients. In fact, the sign of the correlation is reversed. This suggests a
potential flaw in the global imputation approach, a key insight for analysts.
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