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Abstract. We present a framework for scalable deliv-
ery of digitized environments. Today’s digital museums
distribute images, text, sounds, and videos. Our work
targets the distribution of a more advanced media type
that allows users to independently and interactively ex-
plore digitized spaces. We describe a multidimensional
and multiresolutional representation that maps directly
to a set of communication channels. Clients receive data
by subscribing to and unsubscribing from these chan-
nels. Client adaptation to current application and net-
work conditions is performed by managing a working set
of channels. This mechanism enables distribution of digi-
tized environments to large groups of independent digital
museum visitors.
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1 Introduction

Museums are an essential institution in modern society.
They serve as a repository for the world’s cultural legacy,
providing resources for both preservation and dissem-
ination of society’s greatest treasures. Traditional mu-
seums offer a centralized location for access to these
materials, making information more accessible to visi-
tors. Unfortunately, while “brick-and-mortar” museums
have many benefits, they are also limited in import-
ant ways. In particular, there are two critical limitations
to traditional museums that restrict the availability of
information.

The first critical limitation of traditional museums is
restricted exhibition space. Typically, museums have only
a small percentage of their collections on display at any
given time. The majority of a museum’s holdings are of-
ten held in storage, hidden from visitors and available
only for special exhibits.

The second critical limitation is one of geography.
A physical building can only be at one place at a time.
This makes any given collection inaccessible to the great
majority of the world’s population simply because it is
located in a remote location.

1.1 The digital museum

The advent of digital communications — most notably
personal computers, digital imaging, and the Internet —
has led to the notion of digital museums. This new breed
of museum promises to dramatically impact the critical
physical limitations of both limited exhibition space and
geographic location.

Limited exhibition space is already being addressed
by the mass digitization of collections via scanning tech-
nology, digital photography, and digital audio recordings.
As the required technology becomes more affordable and
ubiquitous, digital collections are appearing in museums
via computer kiosks, movies, and other multimedia pre-
sentations. These new tools allow for the exhibition of
a much larger portion of a museum’s collection.

At the same time, the geographic limitation is be-
ing addressed by combining digitized collections with
the Internet to form online digital museums. Museums
have extended access to their holdings by exposing dig-
ital collections to the world via the World Wide Web.
Armed with a personal computer and an Internet connec-
tion, individuals can explore artifacts housed around the
globe. Institutions both large (Smithsonian Institution:
http://www.si.edu/) and small (Ackland Art Museum:
http://www.ackland.org/) have significant online digi-
tal museum collections.

1.2 Continuing challenges

Digital museums remain limited despite the major strides
they have made over the past few years. In today’s dig-
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itized collections, shared media are largely limited to
small artifacts such as still images, short movie clips, digi-
tized audio, and text. While challenges remain in building
interfaces and frameworks for indexing, searching, and
sharing the enormous amounts of digital data, these me-
dia types have been largely successful at representing
anumber of artifacts including pictures, sculptures, scien-
tific achievements, and important documents. However,
an important class of exhibits remains out of reach. Im-
portant spaces and environments, such as Notre Dame or
the White House, can only be minimally captured using
standard techniques.

In recent years, several researchers have explored the
digitization techniques needed to create a photoreal-
istic recreation of space. These techniques range from
image-based rendering (IBR) techniques that reconstruct
a scene from a large input set of digital pictures [2,16]
to range-scanning devices that capture accurate, high-
complexity geometric models [15,17]. These new and
powerful tools go far beyond traditional media types.
They use massive amounts of digitized data to recreate
entire environments and allow individualized interactive
experiences.

When applied to digital museums, these techniques
promise to enable virtual visitors to explore important
places as if they were actually there. Users will experience
the digitized location as if they were personally control-
ling the path of a remote video camera through the space.
These tools can be used to create a truly compelling vir-
tual experience by capturing the full complexity and rich-
ness of an environment.

Many museums (for example, the Nobel Museum:
http://www.nobel.se/) are already embracing early
technologies, such as Quicktime VR [4] or IPIX [6], that
provide limited interactivity with panoramic images.
However, these technologies are limited to a single still
image and restrict user interaction far more than more
advanced techniques such as IBR.

Unfortunately, the very complexity and interactiv-
ity that make advanced IBR algorithms visually com-
pelling also make these digitized environments extremely
large in size and difficult to distribute over the Inter-
net. The amount of data required by IBR algorithms
can make video data seem tiny by comparison. Further-
more, the interactive nature of these media types re-
quires that each visitor have control over the order in
which data are transmitted. This is in contrast to video,
where each user views the file in the same way. The in-
dividualized data requirements make it a challenge to
provide service to any more than a few users at one
time.

To date, the use of free-viewpoint environments
has been largely limited to in-museum kiosks or dis-
plays [13,18]. Without solving the problem of distri-
bution for large user populations, these new media
types will remain impractical for online digital
museums.

1.8 A new framework

Throughout this article, we will explore the problem
of representing and distributing large digitized environ-
ments to digital museum visitors. Specifically, we will
concentrate on IBR applications based on the sea of
images algorithm [2]. We will present a framework for
representing, communicating, and interacting with IBR
datasets as we begin to answer a number of critical ques-
tions: How can large digitized scenes be distributed to
digital museum visitors across the Internet? How can the
required data be represented in a way that facilitates dis-
tribution? How can this be accomplished so that it can
support large numbers of virtual visitors?

The remainder of this article is organized as follows. In
Sect. 2 we present an overview of related work. In Sect. 3
we present a more detailed description of the problem.
Section 4 describes our proposed framework for solving
this problem. In Sects. 5 and 6 we present our proto-
type system and an evaluation of its performance. Fi-
nally, in Sect. 7 we conclude and discuss areas for future
research.

2 Background and related work

This section provides background on common media
types deployed in digital museums, more recent advances
in immersive media including image-based rendering
(IBR), and related multimedia techniques for encoding
and communication. These concepts provide a general
context for our work that concentrates on a framework to
support scalable remote access to IBR datasets.

2.1 Media types in today’s digital museums

Today’s digital museums utilize a variety of media types
in their online collections. Common media types range
from simple text to interactive panoramic images. Using
digital technologies, museums can offer vast collections
online for thousands of virtual visitors.

2.1.1 Text and still images

The core holdings in most online museums are composed
of both textual descriptions of artifacts and still digital
images, captured with digital cameras or digitized from
traditional photographs using scanners.

In recent years, museums have undertaken the ardu-
ous task of digitizing artifacts such as paintings, sculp-
tures, and documents. Using a variety of imaging tech-
niques, these digitized artifacts are made available over
the Internet for users to browse at their leisure. The
emergence of digital image collections has been brought
about through both existing technologies (such as the
World Wide Web, scanners, digital photography, and the
JPEG image compression standard) and new techniques
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developed to simplify and manage the processes of digiti-
zation, organization, and distribution.

2.1.2 Video and audio

Several digital museums have film archives or short video
clips as part of their collections. Using standardized video
representations such as MPEG or AVI, these museums
can digitize artifacts in a way that offers a unique expe-
rience for visitors. For certain artifacts, video technology
can lead to a richer experience for users.

One drawback of video collections is the added stor-
age and communication cost. For large video files, the
time required for a user to download an entire video clip
can be excessive, even when using a broadband network
connection. To overcome this limitation, video streaming
technologies have been developed to stream data to the
user, allowing them to process data as they arrive rather
than waiting for the entire datafile. Several commercial
products are available for video streaming, including Re-
alNetworks’ Real Player and Microsoft’s Windows Media
Player.

In addition to video archives, many digital museum
collections contain audio clips. Standardized audio for-
mats, such as MP3 or WAV, can be used to store audio
files. Decoders for these formats are usually integrated
into Web browsers for easy downloading and decoding by
museum visitors. Like video, audio files can be large in
size and streaming technologies have been developed to
ease distribution. Again, both Real Player and Windows
Media Player support streamed audio.

2.1.3 Interactive media

More recently digital museums have begun to incorporate
interactive media types into their collections. These me-
dia types can enhance the experience of digital museum
visitors by allowing users to interact with digital artifacts.
Java-based applets, Flash, and Shockwave files have been
used to create dynamic online exhibits at a number of dig-
ital museums.

In an attempt to represent virtual places, many dig-
ital museums have incorporated interactive panoramic
images that allow a user to look around a scene as if
standing still and turning their head. This technology has
developed from Quicktime VR [4] and is now widely de-
ployed using tools from companies such as IPIX [6].

Quicktime VR and its derivatives offer more interac-
tivity than still images, but users still lack the ability to
choose a path through the environment. The eyepoint is
restricted to a single point in space, and the user has con-
trol over only the gaze direction.

2.2 Free-viewpoint environments

Researchers have been working on several methods for
digitizing artifacts that allow truly interactive experi-

ences. These techniques create a spatial representation
of the artifacts using various sensors. Users are then
allowed to navigate through space, examining the ar-
tifacts from any viewpoint and looking in any direc-
tion. We refer to these as free-viewpoint environments.
These environments offer significant advantages over
more traditional digital media in that users are free to
look where they like and explore what interests them
most. Users are no longer restricted to fixed viewpoints
or static video streams of an environment. Two ma-
jor areas of research in support of free-viewpoint en-
vironments are three-dimensional scanners, which dig-
itize geometric information, and image-based render-
ing techniques, which use large sets of two-dimensional
photographs to synthesize novel views of a digitized
environment.

2.2.1 Three-dimensional scanners

Active sensors have been used to map out the three-
dimensional shape of artifacts. These scanners can be
used to digitize both individual objects as well as entire
spaces or environments. For example, three-dimensional
scanners of this type have been used in museum settings
to digitize several Michelangelo sculptures [15]. Other re-
searchers have digitized the inside of Thomas Jefferson’s
historic home of Monticello [17].

These techniques often use laser beams or other ac-
tive sensors to take precise geometric measurements of an
environment or object. From the sensor readings, algo-
rithms develop a full geometric description of the scene.
Color images can be combined with the geometric de-
scription to form a nearly photorealistic model of the
artifact.

2.2.2 Image-based rendering

In image-based rendering (IBR), cameras are used to col-
lect sets of photographs from real-world scenes. The cap-
tured images are treated as samples from the complete
seven-dimensional plenoptic function [1].

IBR algorithms allow a user to navigate through a vir-
tual space, reconstructing the user’s view from the ori-
ginal set of input photographs. IBR systems essentially
interpolate between nearby image samples to render the
view for a user at any point in space. From a signal-
processing point of view, IBR algorithms attempt to re-
construct the plenoptic function from the captured image
samples. There are several working systems of this type
including Light Fields [14], Lumigraphs [9], Concentric
Mosaics [20], and the sea of images algorithm [2].

2.2.3 Sea of images

The sea of images (SOI) algorithm [2] is the most im-
portant IBR algorithm with respect to our research.
Our prototype specifically targets SOI datasets, and we
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perform our evaluation using the SOI algorithm. For
this reason, we present a more detailed review of this
algorithm.

The SOI algorithm is well suited to digital museum
applications. Unlike most IBR methods, which are of-
ten limited to a third-person perspective of objects, SOI
is designed to support first-person, “inside looking out”
navigation of digitized spaces. The first-person paradigm
is similar to the experience of a person physically walking
through a space. It allows users to feel immersed in a digi-
tized environment, as if they were actually present within
the space. It is for this reason that we have selected the
SOI algorithm for our work.

The input dataset for SOI is a set of panoramic im-
ages. Each image contains a full 360° view of the scene.
Digitization is typically accomplished by attaching an
omnidirectional camera to a motorized cart at some fixed
height. The cart is maneuvered through the space while
the camera captures a series of photographs. The camera
pose for each photograph is computed and stored as an
annotation to the image.

The camera positions for all of the input photographs
lie along a plane at eye level. A mesh along the plane is
formed using a Delaunay triangulation of the camera pos-
itions. This mesh is shown in Fig. 1a. Vertices in the mesh
represent the position of captured images. The triangula-
tion is used to reconstruct the scene from any arbitrary
viewpoint.

Reconstruction begins by locating the virtual view-
point within the triangulation. The triangle that contains
the viewpoint is identified, and the three photographs
represented by the vertices of the triangle are used for re-
construction. These are the three closest images in the
entire database. Figure la shows a virtual viewpoint and
the associated triangle from the mesh. Once the three
photographs have been identified, a novel image is cre-
ated by interpolating between the three source images as
shown in Fig. 1b.
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2.2.4 Deployment in museums

Free-viewpoint environments are an exciting new media
type. However, deployment in museums has been slow
due to some critical drawbacks. They typically require an
extremely large input dataset and have particularly high
communication requirements, making it very difficult to
support remote access. Even for a locally running system,
dealing with the limited bandwidth of disk operations is
a challenge [2]. Accessing data over the far more narrow
bandwidth of a network is even more difficult.

For this reason, current experiences with free-viewpoint
environments in museums have been largely limited to
kiosk-style exhibits installed in traditional brick-and-
mortar museums. Examples of such exhibits are the Digi-
tal Michelangelo kiosk at the Galleria dell’Accademia [13]
and the Virtual Monticello exhibit at the New Orleans
Museum of Art [18].

The framework we present in Sect. 4 is designed to
overcome the size and bandwidth problems through
representation design and communication mechanisms.
With a framework in place to support scalable remote ac-
cess to these databases, we hope to enable the adoption of
these powerful media types by digital museums.

2.8 Multimedia techniques

Our framework has been greatly influenced by develop-
ments in the field of multimedia. A number of the specific
problems in our research have close parallels in other mul-
timedia areas. Two such topics are media representation
and media communication.

2.3.1 Media representation

Several media representations have been developed to
store digital artifacts. A well-designed representation re-
flects assumptions about the nature of the artifact itself

Fig. 1. The sea of images system by Aliaga et al. [2] generates novel views of a scene from a col-

lection of images. a The system starts by triangulating the positions of all captured images

in a plane. Given the position of a user, represented by the square in the figure, reconstruc-

tion begins by finding the triangle containing the user’s position. This triangle is shown in

gray. b The algorithm uses the three images associated with the triangle’s vertices to generate
the novel view
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as well as the manner in which an application will make
use of the digital artifact. This fact explains why a fairly
simple artifact, such as a still image, can be represented in
several different ways. The same is true of video formats.

A large number of standards have been defined for
still-image representation. The need for many of these
formats is driven by the nature of the image. Complex
real-world images with millions of colors are often stored
as JPEG images that use a block-based DCT encoder spe-
cifically designed for handling these types of photographs.
Simpler images with just a few colors are often better
stored as GIF images. The GIF format is specifically
designed for images with 256 or fewer colors. Synthetic
images, drawn using geometric constructs like lines and
shapes, might best be stored as vector-based formats that
efficiently store geometric descriptors rather than actual
image data.

More recently, the JPEG2000 standard has been re-
leased. This format uses a wavelet-based encoder to im-
prove the visual fidelity of compressed images. Perhaps
more importantly, the JPEG2000 format uses a pro-
gressive codestream that organizes data in order of im-
portance and enables variable-resolution decoding from
a single encoded image file.

As with image formats, several video formats have
been defined to meet the needs of different applica-
tions. The MPEG format is commonly used to represent
standard-resolution video files. The H.261 format has
been defined specifically for low-bitrate video files. More
sophisticated layered video formats have been developed
to allow variable-bitrate decoding from a single encoded
video file.

2.3.2 Media communication

The communication and distribution of digital media
types is a well-studied area of research. From sharing pic-
tures on the World Wide Web to video-on-demand, me-
dia types of all sizes have been transmitted across digital
communication networks using a variety of protocols and
mechanisms.

In general, there are three network delivery mechan-
isms. These are unicast, broadcast, and multicast. Uni-
cast delivery sends out an individual packet to all inter-
ested parties. Under unicast, data packets are duplicated
for recipients that require the same data. For this rea-
son, unicast is most appropriate when very few recipients
are interested in any one piece of data. As the number of
recipients with a common interest grows, the high dupli-
cation rate makes unicast inefficient.

At the other extreme is broadcast. Broadcast sends out
only a single copy of each packet. It is therefore very ef-
ficient when many recipients are waiting for the same in-
formation. However, broadcast transmits every packet to
every recipient, regardless of the recipient’s needs. On to-
day’s Internet, that would entail the hugely impractical
task of sending every data packet to every host in the world.

Multicast delivery mechanisms have been proposed as
a middle ground between unicast and broadcast. Concep-
tually, multicast sends out just one copy of each packet.
That single packet is then sent only to the group of inter-
ested recipients. A number of techniques have been pro-
posed to support multicast distribution including IP Mul-
ticast [7] and several versions of peer-to-peer or overlay
multicast [3, 5]. These techniques differ in many ways, but
all are designed to support the general multicast concept.

2.3.3 Video-on-demand

Multicast and broadcast improve the efficiency of trans-
mission, but they limit interactivity because all interested
parties receive the same data packets. However, for some
applications, sufficient interactivity has been achieved
via intelligent data organization and channel structuring.
For example, pyramid broadcasting [21] and its deriva-
tives [11, 12] are used in video-on-demand systems. Using
these techniques, users have individual control over video
streams even though they are transmitted over broadcast
networks.

However, the interactive control afforded by these
techniques is limited. Users are restricted to navigating
only a single dimension: time. Furthermore, users are fur-
ther restricted in that they must start only at the begin-
ning of the movie and cannot fastforward.

The work presented in this article is inspired in part
by these algorithms for scalable support for video-on-
demand. However, our work extends these ideas to multi-
ple dimensions of adaptivity. Furthermore, we allow arbi-
trary navigation patterns through digitized spaces where
each user receives an individualized flow of information.

3 Problem description

The ultimate goal of our research is to enable thousands
of remote visitors to simultaneously and independently
navigate a three-dimensional recreation of an important
space. In this vision, each digital museum visitor will be
able to explore a landmark or historic place at their own
pace, navigating a virtual environment along their own
path, examining what they find most interesting.

To illustrate the research problem, we first present
a motivating example. We then discuss the major goals
that an adequate solution must meet. Finally, we review
the assumptions we have made while formulating our
solution.

3.1 Motivating example

Suppose a team of digital museum employees is tasked
with creating an online exhibit to feature the pyramids
of Egypt. As part of the exhibit, the designers decide to
allow users to navigate through a virtual pyramid. The
team sets off for the pyramids with a digitization device
for capturing SOI datasets. After digitizing the inside of
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a pyramid, the team uses a computer to process the data
and prepare it for distribution via the digital museum’s
Web site.

After the exhibit goes online, thousands of visitors
gather at the digital museum. They download a viewer
that integrates with their Web browser and start navi-
gating through the digitized pyramid interior. Some users
will connect via a cable modem, others through DSL, and
yet others via high-speed corporate networks. All users
will see a realistic recreation of the interior, allowing them
to explore and learn almost as if they were actually inside
the pyramid.

Unlike video, each user is able to navigate through
the pyramid’s interior space at their own speed and
along their own path. The client software will adapt
the incoming data stream to reflect the user’s current
position and interests. At the same time, adaptation
will account for network conditions such as changes
in bandwidth or latency in receiving the needed data,
making the best use possible of the available network
resources.

A number of problems must be solved before this vi-
sion can become a reality. These problems can generally
be classified into three categories: (1) digitization, (2) dis-
tribution, and (3) reconstruction. In Sect. 2 we discussed
some of the work addressing both the digitization and re-
construction portions of the problem. In this paper, we
begin to explore the problem of distribution.

3.2 Goals

Before formulating a framework to address the delivery of
SOI data, we developed a list of important goals. A suc-
cessful solution to the distribution problem must have the
following properties:

— Compression: Typical databases will contain several
thousand or more high-resolution images. The raw
data communication requirements can be enormous.
A distribution framework must include a compressed
data representation whose properties are congruent
with the communication design.

— Scalable performance for large user popula-
tions: The user population can range from a single
user to several thousand simultaneous users, each
navigating independently. A distribution framework
should only use mechanisms that scale well as the size
of the user population increases.

— Adaptation to client’s application needs: Each
individual client is independent and may have unique
application requirements. This can result in individual
dataflow needs for each client. Individual adaptation
must occur to maintain client independence.

— Adaptation to client’s available network re-
sources: Just as each individual client has unique
application requirements, each client has individual
network resource allocations. A successful distribution
framework must provide the mechanisms for users to

adapt their incoming dataflow to make the best use of
whatever network resources are available.

It is important to note that some of these require-
ments conflict with others and that a careful balance must
be maintained. For example, individual client adaptation
makes scalable distribution difficult. A successful distribu-
tion framework needs to balance these competing interests
and ensure that all requirements are adequately satisfied.

3.8 Assumptions

We make two simplifying assumptions in our work. These
assumptions allow us to concentrate on the core prob-
lems of SOI data distribution. First, we assume that the
bandwidth bottleneck is the last mile, the portion of the
network closest to the end user. For most Internet users,
this is indeed the case as network backbone capacity far
exceeds endpoint capacity.

The second assumption is that the SOI server has
a high-capacity connection to the Internet. Clearly, dis-
tribution of very large datasets to thousands of users
will require a server with a significant amount of avail-
able bandwidth. Given an upper bound on the necessary
bandwidth, we assume that a server can be provisioned to
meet the required capacity.

4 Framework

This section outlines our framework to support scalable
delivery of SOI datasets. There are three major portions
of this framework: (1) representation, (2) transmission,
and (3) client adaptation. In general, our framework is
a channel-based transmission scheme. The data repre-
sentation is distributed across a number of transmission
channels. Clients retrieve data by subscribing to several
channels at any given time. Each client adapts to current
network and application conditions by managing their
own set of subscribed channels.

Our channel-based design is prompted by the recog-
nition that any per-client work done by the server inher-
ently limits scalability. The overall performance costs for
any per-client task will grow linearly with respect to the
size of the user population. For this reason, our frame-
work aims to remove all per-client tasks from the server.
We make the server’s role as simple as possible, push-
ing work away from the server and toward individual
clients. This motivates a static but flexible data orga-
nization and a communication framework that supports
client-initiated delivery and adaptation.

In this section, we first examine the representational
requirements of our framework and the techniques we use
to achieve these goals. Second, we discuss our proposed
transmission mechanisms under both low and heavy us-
age conditions. Finally, we outline our approach to client
adaptation, which allows users to individually control
their incoming flow of data.
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4.1 Representation

Our representation is designed to provide efficient data
compression, allow multiresolutional access, and map
easily to our transmission framework (Sect.4.2). This
mapping allows clients to efficiently navigate through
the dataset and adapt to local resource requirements in
a scalable fashion.

The representation must also be aware that the com-
munication framework, to improve system scalability, will
use UDP, a network protocol that does not guarantee suc-
cessful delivery of data. This factor must be taken into
account in the representation design so that an individual
packet loss will have only limited effect on the datas-
tream.

Finally, the representation should recognize that the
communication path is most likely to be the system bot-
tleneck. Therefore, effort should be made to compress the
SOI dataset, even at the expense of added decoding time.

For our application, the input dataset consists of a set
of cylindrical panoramic images. Each image has an asso-
ciated position along a 2D plane at eye level. These im-
ages are encoded using a multistage process. The two ma-
jor stages are segmentation and multiresolution encoding.

4.1.1 Segmentation

The first step is to begin segmenting the data based on
three spatial dimensions. The data are first partitioned
based on the 2D planar position of each image. Concep-
tually, we are creating this partitioning structure to allow
a client to navigate the database by jumping from one
partition to the next as the position of interest changes.
Typically, a client will be interested in a neighborhood of
partitions surrounding the viewpoint.

In our prototype, we use a regular grid-partitioning
algorithm as illustrated in Fig. 2b. However, variable-
resolution partitioning mechanisms can be used as well.
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For example, irregular partitioning schemes can be used
to account for the nonuniform distribution of clients that
might occur in a real-world application. Consider a vir-
tual Louvre recreation. An irregularly high concentration
of users will gather near the famous Mona Lisa paint-
ing. Smaller partitions near such high-demand locations
would allow more fine-grained control for clients in popu-
lar regions.

Following partitioning, the segmentation process con-
tinues by splitting the dataset along view direction. Each
image is captured as a 360° panorama. The images are
broken up into four pieces, each with a 90° field of view.
At this stage, we refer to each group of images as a par-
tition. Each partition contains a collection of images, all
oriented in the same view direction.

Partitions are further segmented along the dimension
of spatial density, the first multiresolutional dimension.
This step first requires that images be arranged by order
of importance as measured by spatial density. We build
a progressive ordering of images via quadtree decompos-
ition, storing the image closest to the center of each region
in the corresponding node of the quadtree. A breadth-
first traversal of the quadtree determines the order. Fig-
ures 2c and d show this process. We refer to this order as
the streaming order.

The partition is then segmented by grouping the im-
ages along the streaming order. This step creates seg-
ments of the database at various spatial resolutions. The
split locations are chosen so that the low-resolution data
(i.e., sparse images) are contained in units of smaller
size, while high-resolution data (i.e., dense images) is con-
tained in larger size units. This allows faster access to the
sparse data, which are of greater importance.

4.1.2 Multiresolution encoding

Following segmentation, each individual image is encoded
at multiple resolutions. We use the JPEG2000 image

000 9000 O 000 9J0o 0 0 © ® ®© @ O
o o o o o o o o)

© 00 0 0o0_ © 0o _lo oo @ ©)
o o o o

09, 00?9 o 097, olo° o o ®

o o o %9 o o) o %9 (E)
© 00 00 o0 o0 © 00 0 00 o0 ® O
000 O 000 O 000 Olo 0o ©
© o 0 0 © o 0 0

© 00 0 oo © 00 _lo 0o @ ®
o o o o

0°%% 00?9 o 0 9% olo %% o ® ® o
0o o o ©¢ o o 0 o |9

© 00 09 g0 o O 00 09 00 0O

o 0o O o 0o O o O o ©lo 0 o ©

o o o o) o o o o)

OOOOOooo OOOOOooo
o o o o

097 00°% o ©% olo °% o

oo 1) o o OO o) o o

a® 00 09 00 0y 00 9% g0 o

Fig. 2. The dataset is organized across multiple dimensions. a The data consist of a collection

of images arranged in a plane. b The first step in building the representation is to partition the

data into spatial regions. This figure shows a regular grid partitioning. ¢ The next step is to order

the individual images by spatial density. d The ordering is determined by a breadth-first traversal
of a quadtree built using the image positions in the plane
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compression standard, which uses a wavelet-based encod-
ing process. Wavelet-based coders inherently encode an
image at multiple resolutions. We split the progressive
JPEG2000 codestream into individual parts, just as we
did with the progressive streaming order.

Each image is encoded as either an index frame or
a delta frame. Index frames are fully encoded as standard
images. Delta frames are stored as differences from previ-
ously stored frames. For images with a closely matching
predictor, delta encoding takes less storage space.

Images are encoded in streaming order. For each
image, we first search for the best possible predictor. The
search only examines images located earlier in the stream-
ing order. If no good predictor is found, the image is
encoded as an index frame. Otherwise, the difference is
computed and encoded as a delta frame. The compressed
images are split into multiple resolution layers as each
image is encoded.

After all partitions have been encoded, the dataset can
be viewed as a number of semi-independent units embed-
ded within a 5D channel space. The channel space is de-
fined by the two planar dimensions (z,y), an orientation
dimension (#), spatial density (¢), and image resolution
(p). Each unit can therefore be specified by the quintuplet
(z,y,0,p,9).

While each partition is encoded independently, there
are interdependencies between certain units. Within each
partition is a two-dimensional collection of units corres-
ponding to combinations of spatial density and image
resolution.

Dependencies between these units are required for our
compression scheme. Unfortunately, dependencies can
limit the ability of a client to utilize the tradeoffs provided
by the multidimensional representation. To maintain
flexibility, the dependencies are driven by the expected
data access pattern and balance the needs for both flex-
ible data access and effective compression rates.

A
High

Pixel Resolution

—

ow

Low High

Spatial Density

Fig. 3. Individual units of the representation
may depend on other units. In this example,
higher pixel resolution units depend on lower
pixel resolution units to form a chain from the
highest to lowest resolutions. In the spatial di-
mension, dependencies exist only at the lowest
pixel resolution. This dependency structure re-
flects the expected data access pattern for SOI

It can be assumed that low-resolution data will be re-
quired before any high-resolution data. Following this as-
sumption, higher-resolution layers rely on lower-resolution
layers, and images from more dense units are encoded
using predictors from more sparse units. A dependency di-
agram showing this relationship is shown in Fig. 3.

As each unit is encoded, the compressed data are writ-
ten to disk using both forward error correction (FEC) and
application-level framing (ALF) [8]. Both techniques are
used to counter the effects of lost packets. We must pro-
tect against loss because transmission will be based upon
the unreliable UDP network protocol. FEC adds redun-
dancy to the representation and allows for the recovery of
information in the presence of low loss levels. ALF orga-
nizes data so that the damage caused by lost packets is as
localized as possible.

4.2 Transmission

The second major component of our framework is the
transmission of individualized datastreams to the client
pool. A suitable transmission mechanism must be scal-
able to support large user populations and provide each
client with the ability to control its incoming dataflow
based on their own independent requirements. We accom-
plish this goal by proposing a novel channel-based com-
munication design.

We support individualized client adaptation through
channel management. Qur design leverages techniques
typically applied as bandwidth adaptation tools in static
transmission systems with predictable user behavior,
such as layered audio and video streaming. In our work,
we extend these methods beyond simple bandwidth adap-
tation to support scalable adaptation to application-level
content requirements such as a client’s moving viewpoint
in our SOI application. We discuss the process of adap-
tation in more detail in Sect. 4.3. In this section, we
concentrate on the transmission mechanisms that make
adaptation possible.

We begin by recognizing that our data representation
can be easily mapped to a set of transmission channels.
Each unit of encoded data is assigned to a unique chan-
nel. Each channel transmits the data assigned to it at
a relatively low bitrate, allowing clients to receive multi-
ple channels at the same time.

In our prototype, we transmit every channel at the
same bitrate. However, there is no restriction that this be
the case. The specific bitrate at which each channel trans-
mits can be adjusted to reflect the popularity of the data
contained in the channel. Transmitting popular data at
a higher bitrate can support faster access to more popu-
lar regions of the digitized space. For example, this could
be used to improve data access times for virtual Louvre
visitors gathered in front of the Mona Lisa.

A client initiates a new session by contacting the
server and obtaining a channel-set description. The de-
scription specifies how data are mapped to the channel
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set, as well as any other global information needed by the
client. The client then decides which set of channels to lis-
ten to based on the user’s current viewpoint, motion, and
local network conditions.

The number of channels that can be listened to at
a given time depends on the bandwidth available to
the individual client. As network conditions deteriorate,
a client can reduce the number of channels until loss and
latency characteristics improve. As network conditions
improve, additional channels can be added to increase the
reconstruction fidelity.

Our framework is designed to work with unicast,
broadcast, or multicast. The subscription metaphor is
applicable to all three transmission methods, allowing
the most appropriate one to be used for a given user
population.

4.2.1 Unicast

When the user population is relatively small, unicast is
likely the best transmission method. In this case, users
send subscription requests directly to the server. The
server responds by transmitting the data associated with
the requested channel via a TCP packet stream. The
server transmits until either all data associated with the
channel have been sent or an unsubscribe request is re-
ceived. The server is responsible for handling subscribe
and unsubscribe requests from all clients.

The unicast case is very simple and easy to imple-
ment. However, it does not perform well as the user pop-
ulation grows in size. Each client sends subscribe and
unsubscribe requests to the server. Therefore, the man-
agement overhead grows linearly with respect to the pop-
ulation size. More importantly, the server-side bandwidth
requirements grow linearly as well. The total bandwidth
requirement is unbounded and, under heavy loads, can
quickly lead to saturation of the server’s available band-
width. This point is discussed in more detail in Sect. 6.6.

4.2.2 Multicast and broadcast

The communication framework is highly scalable when
used with multicast or broadcast techniques. The server
is no longer responsible for any per-client work. Instead, it
simply transmits statically allocated streams. Each chan-
nel transmits data from a single unit of the representation
via UDP. The data are transmitted over and over repeat-
edly. The total server bandwidth requirement is constant
because there are a fixed number of streams transmitting
at a fixed bitrate.

In the multicast case, the work of group management
is handled by the multicast infrastructure and does not
affect the server’s load. In the broadcast scenario, there is
no group management and the server’s performance is not
affected by the user population size. In either case, clients
simply subscribe to a subset of channels and manage that
set to control the incoming dataflow.

Both multicast and broadcast techniques rely on un-
reliable UDP transmission, so each stream should be en-
coded using FEC and ALF techniques. This will provide
protection against low loss levels. When loss levels exceed
the protected threshold, the client will be forced to con-
tinue listening to the channel until the lost data repeat.
For this reason, data of high importance (i.e., low reso-
lution) are stored in smaller sized units and repetition
occurs with greater frequency.

Ideally, we would like to use multicast to transmit
each channel only to interested parties. There are sev-
eral competing multicast technologies, and the amount of
overhead from group management responsibilities varies
greatly between them. On local area networks, broad-
cast can be used. One can imagine broadcast as the ideal
multicast technology as far as group management is con-
cerned. It transmits data to all participants, regardless
of their interest. It therefore has no group management
overhead and performs equally well with both small and
large user populations.

4.8 Client adaptation

Adaptation is an essential operation for clients. It is the
mechanism through which clients can respond to appli-
cation needs and changes in available resources. Through
adaptation, clients control which portions of the dataset
are received and at what rate the data arrive.

In our framework, clients adapt their incoming dataflow
by managing a working set of active channels. Each chan-
nel contains a portion of the dataset and is transmitted
at a relatively low bitrate. Therefore, clients can control
which parts of the dataset are received by subscribing to
and unsubscribing from individual channels.

The same subscription operations can be used to man-
age the rate of incoming data. A decrease in the incoming
data rate can be achieved by unsubscribing from a chan-
nel and reducing the active channel-set size. An increase
in rate can be achieved by increasing the active channel-
set size.

4.3.1 Content adaptation

At the start of a new session, clients obtain a description
of the channel structure from the server. This description
specifies the mapping between the data representation
and the available communication channels. It also speci-
fies the interdependencies between channels.

At run time, each client maintains a point of inter-
est within the dataset based on the user’s position in the
virtual space. Given the point of interest, a rough predic-
tion of the user’s future position, and other application
and network measurements, the client software decides
which channels are most useful and subscribes to that set
of channels. As the data associated with a specific chan-
nel are resolved, the client unsubscribes from the chan-
nel and subscribes to the best unresolved channel based
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on the current application conditions. We note that with
both multicast and broadcast transmission, these sub-
scription operations occur without ever directly contact-
ing the server, allowing a single server to support a large
population of simultaneous users.

The process of finding the best unresolved channel
uses a utility metric that evaluates the usefulness of can-
didate streams. Our prototype uses a metric based on Eu-
clidean distances within the 5D channel space. The utility
metric also incorporates network and application condi-
tions. Only channels with resolved dependencies are con-
sidered candidates for evaluation using the metric. Our
general adaptation algorithms are more fully described in
some of our other work [10].

Combined with our representation, this adaptation
policy is an extremely powerful mechanism for dataflow
control. Through channel management, clients can intel-
ligently allocate the available bandwidth for current ap-
plication priorities. Clients can manage tradeoffs between
any of the five dimensions that define the channel space:
pixel resolution, image density, image position on the eye
plane, and image orientation.

For example, clients alter their adaptation policy
based on navigation speed. Fast-moving clients must
prefetch data from far ahead of the point of interest. Such
a client will dedicate bandwidth to low-resolution, low-
density channels located ahead of the point of interest.
Slow-moving clients can afford to prefetch less data from
far ahead and can instead subscribe to channels contain-
ing more-dense or higher-resolution image information.

Subscription latency can be overcome by using these
same content adaptation mechanisms. At high latencies,
subscribe operations take longer to satisfy. Clients must
therefore subscribe to data further ahead in the spatial di-
mensions at the expense of both density and resolution.
At low latencies, adaptation can occur more quickly, al-
lowing more bandwidth to be allocated for high-density
and high-resolution channels.

Our content adaptation mechanisms depend on the
coherent data access pattern typical of navigational en-
vironments to intelligently prefetch data before they are
needed. Therefore, users must move from one location to
another by traveling through the environment much as
a real visitor to a physical location would walk from one
geographic spot to another.

Random jumps within the space, such as teleportation
from one spot to another, break the coherency of move-
ment required for proper adaptation and make prefetch-
ing impossible. This implies that in systems that allow
such teleportation events, drastic and abrupt changes in
user viewpoint may require the system to pause as new
data are loaded to reflect the new position.

4.3.2 Rate adaptation

Throughout the session, an estimate of current network
loss rates is maintained as a measure of network band-

width conditions. Our work assumes that packet loss is
caused by bandwidth saturation. We therefore decrease
the channel-set size when loss rates are above a threshold
Lghrink for longer than time Typ,ink. Conversely, when loss
rates remain below a threshold Loy for longer than time
Torow, the channel-set size grows.

Typically, Tshrink is significantly smaller than Ty SO
that the system reacts quickly to excessive loss rates and
grows slowly in low-loss situations. For reasons of stabil-
ity, the value of Lgnrink must be at least as large as Lgrow-
Without this restriction, it would be possible for some
network conditions to simultaneously qualify for both an
increase and decrease in channel-set size.

Rate adaptation, as with content adaptation, is ac-
complished via channel subscription operations. There-
fore, there is no per-client work by the server when
transmission is performed via multicast or broadcast
and a single server can support a large population of
users.

5 Prototype

We developed a prototype based on our framework to
evaluate the effectiveness of our ideas and to guide future
work. Our prototype enables remote visualization of SOI
data over a wide range of network conditions.

Our server and client were both developed on Linux
platforms using off-the-shelf personal computers. We
used the Desk dataset for our experiments, provided to
us courtesy of Lucent Technologies and the Sea of Images
Project under Daniel Aliaga [2]. This dataset consists of
1947 panoramic images. Each image has a full 360° field
of view and a resolution of 2048 x 512. The raw size of this
database is approximately 6 GB. A sample image from
the dataset is shown in Fig. 4.

We ran our experiments on a simple dumbbell net-
work as shown in Fig. 5. Located between the client and

Fig. 4. Each digital photo in the Desk dataset is a 360°
field-of-view panoramic image with a resolution
of 2048 x 512 pixels

m
Di

ummynet|

Fig.5. Our experimental network consisted of four ma-

chines arranged in a simple dumbbell network. A server was

connected to a client via two intermediate hosts. The inter-

mediate machines acted as routers and ran the Dummynet
network emulation software

Server
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server, two hosts running Dummynet [19] were used for
network emulation. These hosts emulated a number of
different network bandwidth and latency configurations
during our evaluation.

6 Evaluation

We performed several experiments to evaluate the per-
formance properties of our proposed framework. Using
our prototype and the Dummynet network emulator, we
tested system performance under a variety of network
conditions. For all experiments, we emulated a single user
navigating a predefined path through the Desk dataset
described in Sect. 5.

Each experimental session lasted for 330s and fol-
lowed identical paths though the digitized environment.
All experiments used a fixed channel bandwidth of
10000 bytes/s. The values for Tghrink; Lshrink; Lsrow,
and Lgow were held constant across all experiments.
All experiments used UDP transmission and emulated
broadcast.

In this section we discuss the area factor metric,
present results from our experiments, and draw some an-
alytic conclusions regarding our framework’s behavior.

6.1 The area factor

The area factor (AF) is a quality metric used in several of
our experiments. The AF metric is derived from the SOI
algorithm’s use of image triplets for reconstruction. For
any synthesized viewpoint, we can identify two triplets:
the ideal triplet and the available triplet.

The ideal triplet consists of the three images closest
to the viewpoint using the entire database as input. How-
ever, at run time, the client does not typically have access
to the entire database at once. Rather it has access to
only the subset of images that have been retrieved to that
point in time. We define the available triplet as the three
images closest to the viewpoint using only the available
images as input.

We measure the quality of reconstruction by compar-
ing the area of the triangles formed by the triplets of
images. There are two triangles of interest when compar-
ing the available triplet to the ideal triplet. We refer to
these as A,vail and Ajgeal, respectively.

The AF value is computed by solving for the ratio be-
tween the areas of these triangles:

_ Area(Davair)

AF =" 2%
Area(Nideal)

Given this formulation, the range of AF is restricted
to AF > 1. Ideal reconstruction, where the areas of the
two triangles are equal, is represented by AF = 1. Larger
values of AF signify greater disparity between the ideal
and available triangles, implying poorer reconstruction
quality.

6.2 Adaptation to available bandwidth

An important design goal for our framework is the abil-
ity to adapt to a client’s available network resources. Our
framework is designed to support this goal by adjusting
the size of the active channel set in response to measured
loss rates under the assumption that loss rates are tied to
network saturation.

To test our framework’s adaptive performance, we
measured both the size of the active channel set and the
estimated loss rate for a complete session. During this ses-
sion, we set the available bandwidth to 100 000 bytes/s.

The results are plotted in Fig. 6. Given the per-
channel bandwidth of 10000 bytes/s, client bandwidth
hovered at about ten channels. During the session, three
loss events caused decreases in the channel-set size. A de-
crease is triggered by loss rates over Lgpink (dotted line)
for a period of at least Tgnrink. The three loss events are
highlighted in the figure by arrows. Note that extended
spikes in the loss rate were matched by drops in band-
width. Following extended periods of relatively low loss,
the network is probed for additional bandwidth by in-
creasing the channel-set size.

6.3 Quality and bandwidth

The target user population is heterogeneous in nature.
Users will not only navigate the digitized space indepen-
dently, they will also have unique resource requirements.
This is especially true for network connectivity. The user
pool will contain both high- and low-bandwidth clients.
Our framework must have the flexibility to supply high-
quality data over fast network connections while degrad-
ing gracefully for low-speed connections.

Loss Rate And Bandwidth Adaptation
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Fig. 6. The top graph shows the utilized bandwidth, measured in
channels, over the course of a single session. The bottom graph
shows the measured loss rate during the same session. The dot-
ted line shows the value of Ly ink. After extended periods above
this threshold, the channel-set size is decreased. Three such events
are illustrated by matching arrows in the two graphs
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We tested our framework’s performance over a num-
ber of different bandwidth connections. We computed
the average AF value for each session and plotted it
against the available bandwidth. As bandwidth increases,
AF decreases, signifying improved quality at higher net-
work capacities. This trend is evident in Fig. 7. The
observed behavior shows that our framework behaves
as desired, yielding improved quality for higher-speed
connections.

6.4 Quality and latency

Channel subscription latency is an important factor in
end-user performance. This factor is especially import-
ant because it will be a key parameter in our future work
when we begin experimentation using multicast.

We simulated various levels of subscription latency by
adding a fixed delay to all subscribe requests. We var-
ied this additional delay from 20 ms to 750 ms. The delay
values are in addition to any other network delays such as
queue time. At each configuration, we computed the aver-
age AF for the session. The results are shown in Fig. 8.

As the figure shows, AF trends upward as subscrip-
tion latency grows, signifying a drop in reconstruction
quality. There are two primary reasons for this change in
quality. First, longer subscription latencies make adapta-
tion harder by increasing the cost of subscribe requests.
As aresult, it takes longer for data to arrive following a re-
quest that directly impacts the AF value. Second, longer
latencies require the client to look further ahead when
evaluating the utility of each channel. Because a client
knows that latency is high, it anticipates application
needs for further in the future. This has a negative impact
on quality.

Area Factor vs. Bandwidth
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Fig.7. The area factor (AF) metric is a measure of
quality where lower values signify improved reconstruc-
tion. As the available bandwidth increases, the AF value
drops. Low-speed clients receive enough data to create low-
fidelity reconstructions, while higher-speed clients use the
additional bandwidth to improve quality
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Fig. 8. The area factor (AF) trends upward as subscrip-

tion latency grows, signifying a drop in reconstruction

quality. Longer subscription latencies make adaptation

harder by increasing the cost of subscribe requests. Longer

latencies also require the client to look further ahead

when evaluating the utility of each channel, negatively
impacting AF

6.5 Representation design and channel size

Several decisions must be made when encoding the
dataset and formulating the actual representation. Per-
haps the biggest question is the degree to which data
are partitioned. Recall that each unit of the dataset is
mapped to an individual channel. Therefore, a highly par-
titioned dataset would allow relatively fine-grained access
at the cost of high-frequency channel switches. Alter-
natively, a minimally partitioned dataset would reduce
the frequency of channel switches but would allow only
coarse-grained access.

To measure the impact of partitioning on quality,
we measured the average AF for several sessions with
a variety of partition configurations. For each session, we
changed the Xp,ts value, which is the number of parti-
tions in the X dimension of the capture plane. By adjust-
ing this value, we can control the degree of partitioning
that takes place in our regular grid-partitioning process.

The results of this experiment are shown in Fig. 9.
As the graph shows, the area factor was worst with low
values of Xpats and gradually improved as the Xpayis
value increased. This improvement was common across
a variety of latency parameters. We caution that, al-
though the results indicate that additional partitions im-
prove AF, this trend is not expected to continue indef-
initely. At very high degrees of partitioning, we believe
that the overhead costs of switching between channels
will dominate the benefit of fine-grained access to data,
leading to higher AF values.

6.6 Scaling behavior for large numbers of users

Our framework is designed to be scalable for large user
populations. Unicast delivery, which replicates data for
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Fig.9. The area factor (AF) is highest at low degrees
of partitioning. As the dataset is partitioned into greater
pieces, indicated by a larger Xp,,ts value, AF' is improved.
The improvement in quality for high Xp,,ts values is due to
finer-grained access to the SOI dataset

all interested participants, is not a reasonable mechanism
for large user groups with high bandwidth demands. For
this reason, our design is tailored toward multicast and
broadcast delivery.

We have already shown how our framework, through
channel-set management, provides enough dataflow con-
trol to support adaptation. We now argue that our frame-
work, under both multicast and broadcast, is inherently
scalable.

In the worst case, a server using our framework will
be transmitting all channels at the same time. Our repre-
sentation is static and has a fixed number of channels. In
addition, our framework calls for a fixed bandwidth allo-
cation to each channel. These properties define an upper
bound on required bandwidth, regardless of the number
of simultaneous users. In this scenario, the true limit on
user population derives from the multicast group man-
agement mechanisms that become increasingly complex
as user populations grow. Under the ideal of broadcast
transmission, there is no fundamental limit to scale.

Conversely, under unicast delivery the required band-
width grows linearly with the size of the user population.
For this reason, a server will quickly become saturated as
the user population grows. For any more than a few sim-
ultaneous users, the performance under unicast will be
worse than under broadcast. The exact crossover point
depends on the number of channels, the bandwidth al-
located to each channel, the amount of bandwidth allo-
cated to the server, and the average bandwidth demand of
clients.

7 Conclusions and future work

We have presented a framework for scalable delivery of
SOI datasets. This framework enables a large popula-

tion of digital museum visitors to independently nav-
igate a digitized environment. This new media type
promises to provide a richer experience to museum
users.

Our framework allows each user to maintain individ-
ual control over their incoming datastream. Each client
uses channel subscription operations to manage a work-
ing set of active channels. In this way, clients can make the
best use of available networking resources to meet their
individual application needs.

There are two major contributions in our frame-
work. First, we presented a multidimensional, multires-
olutional representation for SOI data that allows ac-
cess at a variety of fidelity levels. Second, we discussed
a channel-based transmission design that is both scal-
able to large user populations and allows individual-
ized control over a client’s datastream through channel
management.

The framework allows data transmission using unicast
for low loads and broadcast /multicast for larger user pop-
ulations. The framework is designed specifically to scale
up to large numbers of clients. The framework’s effective-
ness under ideal conditions was shown through experi-
mentation and analysis.

While our initial results are promising, many avenues
exist for future research. Most importantly, we must un-
dertake deployment and measurement of the framework
using real-world multicast protocols and measure the
true impact of group management overheads. While we
have roughly simulated this overhead in our subscription
latency experiments, a more thorough investigation is
needed. We would like to determine how closely multicast
can come to matching the ideal performance of broadcast
for digital museum environments. To this end, we have
initiated a full evaluation of our latest prototype using
Emulab [22]. This ongoing evaluation will provide a more
thorough analysis of our approach under unicast, broad-
cast, and a variety of multicast infrastructures.

We must also address a number of application-level
problems. First, we must develop improved channel-set
management metrics. Perhaps the most fundamental
evaluation in our system is the decision regarding which
channel is best at any given point in time. While we im-
plemented a rough heuristic for our prototype, a more
scientific approach is needed.

Second, a more detailed analysis of the data rep-
resentation design space is required. Several decisions
regarding partitioning, mapping data to channels, and
interchannel dependencies must be more carefully
explored.

Finally, and perhaps most importantly, the true value
of delivering digitized spaces as part of a virtual mu-
seum can be fully understood only with the deployment
of a fully functional prototype in a working virtual mu-
seum. Once the remaining roadblocks have been solved,
thorough evaluation of a widely deployed prototype and
a realistic, museum-quality dataset is essential.
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