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T he IEEE Computer 
Society’s lineup of 13 
peer-reviewed technical 

magazines covers cutting-edge 
topics ranging from software 
design and computer graphics 
to Internet computing and secu-
rity, from scientifi c applications 
and machine intelligence to 
cloud migration and microchip 
manufacturing. Here are high-
lights from recent issues.

Computer

Computer’s January 2017 special 
issue celebrates the magazine’s
50th anniversary, looking back 
at its past and ahead at its future.

IEEE Software

Changes in the industry are 
making the software architect’s 
job more challenging. The key 

drivers are the growing role 
of software in systems; the 
increasing emphasis on reuse, 
agility, and testability dur-
ing development; and several 
quality-related factors aff ected 
more and more by architectural 
choices, according to “The 
Changing Role of the Soft-
ware Architect,” from IEEE 
Software’s November/December 
2016 issue.

IEEE Internet Computing

JavaScript has already made 
inroads as an integrated tech-
nology stack for building user-
facing applications. In “The 
Future of Big Data Is ... Java-
Script?” which is in IEEE Inter-
net Computing’s September/
October 2016 issue, the authors 
explore the idea of using Java-
Script in big data platforms.

Computing in Science & 
Engineering

“Risks,” from CiSE’s November/
December 2016 issue looks at 
how we address perceived and 
actual risks in scientifi c pro-
gramming and how we can 
mitigate them from the techni-
cal and project-management 
perspectives.

IEEE Security & Privacy

Users aren’t the problem with 
security, according to author 
Bruce Schneier in “Stop Try-
ing to Fix the User,” from IEEE 
S&P’s September/October 2016 
issue. He says the problem is 
that we’ve designed our com-
puter systems’ security so badly 
that we force users do many 
counterintuitive things.

IEEE Cloud Computing

Cloud computing systems and 
services have become impor-
tant cyberattack targets. To 
protect cloud platforms, infra-
structures, hosted applications, 
and data storage, we must 

Magazine 
Roundup
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address security challenges from 
multiple perspectives, including 
application outsourcing, anony-
mous communication, and secure 
multiparty computation, according 
to IEEE Cloud Computing’s Sep-
tember/October 2016 special issue 
on cloud security.

IEEE Computer Graphics and 
Applications

National-security agencies con-
tinue to push many advancements 
in computer graphics. CG&A’s 
November/December 2016 special 
issue explores the implementation 
of computer graphics for defense 
applications. The US Army and 
Navy have largely funded the work 
addressed in this issue’s articles. 
Understanding the direction of 
military-related computer-graphics 
research can provide insight into 
future civilian uses, as well as pro-
vide a path to novel ideas.

IEEE Intelligent Systems

IEEE Intelligent Systems’ November/
December 2016 special issue on 
innovative interaction includes 
articles on the infl uence of rating 
prediction on group recommenda-
tion technology’s accuracy, and 
a proposed architecture for a net-
work of stationary sensors and 
mobile robots that provides distrib-
uted ambient intelligence.

IEEE MultiMedia

IEEE MultiMedia’s October–
December 2016 special issue on 
advances in image, audio, and 
social multimedia computing

includes articles on nonparamet-
ric quality assessment of natural 
images, in-vehicle personalized 
audio zones, and a neural network 
for quality-of-experience estima-
tion in mobile communications. 
There are also pieces on unsuper-
vised speaker identifi cation for TV 
news and expressive modulation 
of neutral visual speech.

IEEE Annals of the History of 
Computing

IEEE Annals’ October–December 
2016 issue is the second of two 
special issues on security based 
on the US National Science Foun-
dation’s Computer Security His-
tory Workshop. The workshop 
gathered historians and experts 
at the Charles Babbage Institute 
in July 2014 and advanced schol-
arship on many diff erent criti-
cal aspects of computer-security 
history. This IEEE Annals issue 
includes articles on the early histo-
ries of security vendor Symantec, 
intrusion-detection expert sys-
tems, and edge cryptography and 
the codevelopment of computer 
networks and cybersecurity.

IEEE Pervasive Computing

Healthcare faces many privacy 
challenges, including patient 
expectations for confidential-
ity and sensors that collect non-
traditional health-related data. 
These challenges make health-
care a unique environment for 
privacy. “Privacy Is Healthy,” 
from IEEE Pervasive Computing’s 
October–December 2016 issue, dis-
cusses what ubiquitous-computing 

re searchers and practitioners can 
do to improve healthcare privacy.

IT Professional

The digital technologies that 
underlie computers, robots, and 
smart equipment are rapidly evolv-
ing. They are becoming more 
powerful and are transforming 
organizations faster than in the 
past, changing the world of busi-
ness and enabling organizations 
to achieve signifi cant competitive 
advantages in the process. IT Pro’s 
November/December 2016 special 
issue on digital innovation and 
transformation examines this 
important trend and looks at future 
opportunities.

IEEE Micro

IEEE Micro’s November/December 
2016 special issue on the Internet 
of Things (IoT) includes articles 
on heterogeneous wireless sensor 
nodes that target the IoT, heteroge-
neous distributed shared memory 
for lightweight IoT devices, and 
the feasibility of attribute-based 
encryption on IoT devices. There 
are also articles on emergent 
behaviors in the IoT, the visual 
IoT, and work on a self-learning 
and energy neutral IoT.

Computing Now

The Computing Now website 
(computingnow.computer.org) 
features up-to-the-minute com-
puting news and blogs, along 
with articles ranging from peer-
reviewed research to opinion 
pieces by industry leaders. 
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Defining Data Clusters 
Ali Jadbabaie, University of Pennsylvania

This installment  highlighting the work published 

in IEEE Computer Society journals comes

from IEEE Transactions on Network Science 

and Engineering.

Clustering has been exten
sively studied in data analy
sis. However, clustering 
theories have thus far been 

unsatisfactory to justify use of the 
many proposed algorithms. A fun
damental question is this: How do we 
 define a cluster in a set of data points?

In “A Mathematical Theory for Clus
tering in Metric Spaces,” ChengShang 
Chang and his colleagues attempt to 
answer this question by considering a 
set of data points associated with a dis
tance measure, or metric (IEEE Trans. 
Network Science and Eng., vol. 3, no. 1, 
2016, pp. 2–16). They propose a new 
cohesion measure with regard to the 

distance measure. Using this cohesion 
measure, they define a cluster as a set 
of points cohesive to themselves, and 
provide various equivalent statements 
with intuitive explanations to support 
their definition. 

The authors then consider a second 
question: How do we use this definition 
to find clusters and good partitions 
of clusters? Chang and his colleagues 
offer two algorithms: hierarchical ag
glomerative and partitional. Unlike 
standard hierarchical agglomerative 
algorithms, their algorithm stops 
specifically at partitions of clusters. 
Their partitional algorithm—dubbed 
the Ksets algorithm—is quite novel 
and interesting. Unlike the Kmeans 
algorithm (for data points in a Euclid
ean space) that assigns points to the 
closest centroid, the Ksets algorithm 
assigns points to the closest set with 

regard to the triangular distance—the 
average difference of the three sides 
of a triangle formed by the point and 
two randomly selected points in the 
set. As such, the Ksets algorithm per
forms well when a cluster can’t be rep
resented by a single point. 

The authors also find that the du
ality between a distance measure and 
a cohesion measure leads to a dual 
Ksets algorithm for clustering a set of 
data points with a cohesion measure. 
The dual K-sets algorithm converges 
in the same way as a sequential ver
sion of the classical kernel Kmeans 
algorithm. The key difference is that 
a cohesion measure doesn’t have to be 
positive semidefinite.

A video demonstration of the 
Ksets algorithm being used to 
detect six clusters on a plane 

from an initial random partition is 
available at imgur.com/b5KQo9I. 

See www.computer.org 
/computer-multimedia  
for multimedia content 
related to this article.

ALI JADBABAIE is an adjunct 

professor of electrical and systems 

engineering at the University of 

Pennsylvania, and director of MIT’s 

Sociotechnical Systems Research 

Center. Contact him at jadbabai@

seas.upenn.edu.

Silver Bullet
Security Podcast

Sponsored by

www.computer.org/silverbullet
*Also available at iTunes

In-depth interviews with security gurus. Hosted by Gary McGraw.
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 EDITOR’S NOTE EDITOR’S NOTE EDITOR’S NOTE EDITOR’S NOTE EDITOR’S NOTE EDITOR’S NOTE EDITOR’S NOTE

C omputing is a fertile fi eld for research-
ers, whose work frequently yields impor-
tant new technologies. These innovative 

approaches create new possibilities and opportu-
nities for users and frequently change the comput-
ing landscape. This ComputingEdge issue looks at 
some of today’s important emerging technologies. 

The US High-Assurance Cyber Military Sys-
tems project has conducted experiments with 
complex networked-vehicle software. According 
to IEEE Software’s “Requirements and Architec-
tures for Secure Vehicles,” attention to require-
ments and system architecture, along with verifi ed 
approaches that remove known vulnerabilities, 
could yield vehicles secure from attacks.

Fog computing is designed to deal with the 
huge amounts of data that the Internet of Things 
generates but that traditional systems, the cloud, 
and even edge computing can’t handle. This tech-
nology is discussed in Computer’s “Fog Computing: 
Helping the Internet of Things Realize its Potential.”

Lightweight, highly autonomous, interactive 
drones are emerging as the next big thing in con-
sumer electronic technology, according to “Flying 
Smartphones: When Portable Computing Sprouts 
Wings,” from IEEE Pervasive Computing.

The authors of IEEE MultiMedia’s “Eye-Controlled 
Interfaces for Multimedia Interaction” present initial 
results from work with the gaze-based control par-
adigm that they developed. They are investigating 

how eye-based interaction techniques can be made 
precise and fast enough to let disabled people easily 
interact with multimedia information. 

JavaScript has already made serious inroads as 
an integrated technology stack for building user-
facing applications. IEEE Internet Computing’s “The 
Future of Big Data Is ... JavaScript?” explores the 
idea of using JavaScript in big-data platforms.

The healthcare industry’s transformation to 
widespread digitization is yielding systems that 
promise to use ever-improving data-driven evi-
dence to enable doctors to make more precise diag-
noses and institutions to identify at risk patients for 
intervention. It will also allow clinicians to develop 
more personalized treatment plans and research-
ers to better understand medical outcomes within 
complex patient populations. Advanced data-visu-
alization tools could play a critical role in this pro-
cess. “Data-Driven Healthcare: Challenges and 
Opportunities for Interactive Visualization,” from 
IEEE Computer Graphics and Applications, reviews 
healthcare-related visualization challenges.

In IT Professional’s “Data-Intensive Science,” the 
author looks at data science applied specifi cally to 
scientifi c disciplines. The article highlights some 
of the policy, research, and infrastructure develop-
ments that are turning data-intensive science into 
a signifi cant employment opportunity. It also men-
tions several disciplines in which data-intensive sci-
ence has taken hold and discusses a key concern. 

ComputingEdge Looks at 
Emerging Technologies
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DO YOU TRUST the software in your 
vehicle? Recent exploits have let hack-
ers remotely control aspects such as 
brakes and steering, perform surveil-
lance and eavesdropping, and even re-
motely steal a car. It’s speculated that 
Iran landed a US stealth drone at an 
Iranian air� eld through a GPS spoo� ng 
attack. Recent research in self-driving 
cars and multivehicle coordination re-
quires ever-more software that could 
be used to launch cyberattacks.

In DARPA’s High-Assurance Cyber 
Military Systems (HACMS) project, re-
search teams are investigating how to 
construct complex networked-vehicle 
software securely. An air team builds 
a software stack for unmanned aerial 
vehicles (UAVs), and a ground team in-
vestigates software for automobiles and 
ground-based robots. These teams are 
paired with a red team of professional 
penetration testers to assess the soft-
ware’s security vulnerabilities. The red 
team can access all software, design 
documentation, models, meeting docu-
mentation, analysis results, and system 
binaries produced by the other teams.

To build our air-team software se-
curely enough to repel red-team attacks, 
we needed an approach that was rigor-
ous, � exible, and compositional, to let 
us focus on important security concerns 
at several abstraction levels. As in com-

mercial and military development, our 
UAVs must incorporate a signi� cant 
amount of third-party software. We 
also expect that our UAVs could be net-
worked to construct systems of systems 
whose purpose might differ considerably 
from the UAV system’s original intent. 
So, we must be able to reason about re-
quirements at various abstraction levels. 
Indeed, whether you consider a state-
ment to be a requirement or design deci-
sion depends on the abstraction level on 
which you focus (see Figure 1).

Setting Requirements
(and Their Limits)
To de� ne meaningful requirements, we 
made two main assumptions about the 
system and potential attackers. These as-
sumptions are essentially limits on what 
we can prove about the system’s security.

The � rst assumption relates to a 
UAV’s intended functionality and its 
controllability from the associated 
ground station. We assume that an au-
thorized user has the authority to issue 
any command to the UAV, including 
commands that would crash or other-
wise destroy it. We don’t wish to limit 
a priori what a legitimate user may 
choose to do with the UAV, so we as-
sume that all commands sent by the 
authorized user are legitimate. We’ll 
only need to model whether a message 

Requirements 
and Architectures 
for Secure Vehicles
Michael W. Whalen, Darren Cofer, and Andrew Gacek
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(and the command it carries) is well 
formed. If an attacker can co-opt an 
authorized user’s identity, no mitiga-
tion is possible.

The second assumption relates 
to using wireless communication. 
Because we can’t realistically limit 
access to the radio spectrum, attack-
ers will always be able to launch a 
denial-of-service (DoS) attack, by 
either jamming the physical link 
or overwhelming the UAV receiver 
with well-formed messages (even if 
they fail authorization). This means 
we can’t provide absolute guaran-
tees about reception and execution 
of commands from authorized us-
ers. However, we can require the 
UAV to reject any commands lack-
ing authorization. We can also re-
quire the UAV to execute commands 
from authorized users in a timely 
fashion, assuming there’s no DoS at-
tack on the radio link. And, when a 
DoS attack is detected, our require-
ments can specify what actions the 
UAV should take to keep itself safe 
or avoid compromising its mission 
(if possible).

To construct the requirements, 
we followed an approach simi-
lar to that described in last issue’s 
column, which employed Secu-
rity Cards.2 We knew quite a bit 
about our immediate adversary, the 
red team: they had strong techni-
cal skills and essentially unlimited 
knowledge about the system. So, we 
focused on a variety of known con-
crete attacks drawn from the Com-
mon Attack Pattern Enumeration 
and Classification list (http://capec 
.mitre.org). First, we ensured ge-
neric security principles such as user 
identification and authorization, 
secure network access and commu-
nication, secure storage, content se-
curity, and availability. From those 
principles, we created system-level 

security requirements for the UAV, 
including these:

• The UAV executes only unmodi-
fied commands from the ground 
station.

• If an air–ground communication 
link fails (or is eliminated through 
a DoS attack), the UAV executes 
its no-communication behavior.

From the system requirements, 
additional requirements were levied 
on the data link, OS, maintenance 
procedures, and fault handling, as 
well as on other system aspects.

Eliminating Weaknesses
Even with good requirements, pre-
venting attacks is difficult; new 
attack methods are regularly dis-
covered. So, we also focused on 
common software weaknesses that 
lead to security problems. The Com-
mon Weakness Enumeration website 
(http://cwe.mitre.org) maintains a 
large list of such weaknesses. There-
fore, we approached the problem 
bottom-up, eliminating common 

weaknesses known to be important 
to many attacks, such as those re-
lated to authentication and authori-
zation, system partitioning, mainte-
nance, OS boot and configuration, 
overflow or underflow, encryption, 
and memory safety.

Some of these weaknesses de-
pend considerably on the system 
 architecture. We modeled the sys-
tem architecture in AADL (Archi-
tecture Analysis & Design Lan-
guage)3 and used this model to 
reason about system vulnerabili-
ties. We then constructed tools to 
build system images directly from 
the model. To ensure strict enforce-
ment of the  architectural partition-
ing, we used the seL4 microkernel 
from Data 61, which has a rigorous 
proof of correctness.4

Other weaknesses can be elimi-
nated by the programming language. 
For example, Ivory, developed by 
Galois Inc., is an efficient domain-
specific programming language that 
guarantees the absence of certain 
classes of memory errors. It also 
provides significant integration with 

Flow down:
requirements for C2 

 • Determine subcomponents
• Allocate requirements to subcomponents
• Verify that subcomponent requirements
   establish system requirements     

 
 

System A
System C2  

C2C1 X 

Y 

Z 

Flow up: environmental constraints
and modi�ed system requirements from C2 

…

System Z  

…

FIGURE 1. The interplay between requirements and architecture.1 Whether 

you consider a statement to be a requirement or design decision depends on the 

abstraction level on which you focus.

Editor: Jane Cleland-Huang
DePaul University
jhuang@cs.depaul.edu
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attack. Recent research in self-driving 
cars and multivehicle coordination re-
quires ever-more software that could 
be used to launch cyberattacks.

In DARPA’s High-Assurance Cyber 
Military Systems (HACMS) project, re-
search teams are investigating how to 
construct complex networked-vehicle 
software securely. An air team builds 
a software stack for unmanned aerial 
vehicles (UAVs), and a ground team in-
vestigates software for automobiles and 
ground-based robots. These teams are 
paired with a red team of professional 
penetration testers to assess the soft-
ware’s security vulnerabilities. The red 
team can access all software, design 
documentation, models, meeting docu-
mentation, analysis results, and system 
binaries produced by the other teams.

To build our air-team software se-
curely enough to repel red-team attacks, 
we needed an approach that was rigor-
ous, � exible, and compositional, to let 
us focus on important security concerns 
at several abstraction levels. As in com-

mercial and military development, our 
UAVs must incorporate a signi� cant 
amount of third-party software. We 
also expect that our UAVs could be net-
worked to construct systems of systems 
whose purpose might differ considerably 
from the UAV system’s original intent. 
So, we must be able to reason about re-
quirements at various abstraction levels. 
Indeed, whether you consider a state-
ment to be a requirement or design deci-
sion depends on the abstraction level on 
which you focus (see Figure 1).

Setting Requirements
(and Their Limits)
To de� ne meaningful requirements, we 
made two main assumptions about the 
system and potential attackers. These as-
sumptions are essentially limits on what 
we can prove about the system’s security.

The � rst assumption relates to a 
UAV’s intended functionality and its 
controllability from the associated 
ground station. We assume that an au-
thorized user has the authority to issue 
any command to the UAV, including 
commands that would crash or other-
wise destroy it. We don’t wish to limit 
a priori what a legitimate user may 
choose to do with the UAV, so we as-
sume that all commands sent by the 
authorized user are legitimate. We’ll 
only need to model whether a message 
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model-checking tools to check for 
underflow or overflow, as well as 
cryptographic libraries.

Reasoning about Security  
and Composition
Assume we can define what it means 
for a component to be secure and 
can define the property Secure(A). It 
might be tempting to say that when 
we assemble components to form a 
larger system, we get

Secure(A) ∧ Secure(B) ⇒  
   Secure(A ⊕ B),

for some (as yet undefined) compo-
sition operator ⊕. Such a result cer-
tainly isn’t true in general, although 
it might hold for some specific prop-
erties and types of composition. For 
example, if we’re concerned with a 
system’s memory safety, it might be 
sufficient to demonstrate the memory 
safety of all that system’s processes:

MemSafe(A) ∧ MemSafe(B) ∧  
   MemSafe(C) ⇒ MemSafe(System 
   (A, B, C)).

What’s more often the case in 

architecture- based composition is 
that we must look at different prop-
erties at the component level rather 
than the system level. In this way, 
composition is more like a set of lem-
mas used in an argument to complete 
a theorem’s proof. Each lemma might 
correspond to a particular compo-
nent property, a channel connecting 
components, or an attacker. That is,

Lem1(A) ∧ Lem2(Chan) ∧ Lem3(B)  
   ∧ Lem4(Attack) ⇒ Secure(A ⊕ B).

Using such reasoning, we devel-

The UAV executes only unmodi�ed 
commands from the ground station.

The UAV motors only execute 
commands that pass decrypt.

Only the ground station can send
commands that pass decrypt.

The UAV motors only receive 
commands from 

ML : �ight_gen_process.impl.

All commands to ML :
 �ight_gen_process.impl pass decrypt 
before reaching the UAV motors.

SW.ML.px4ioar_inst.motor1 -> 
PX4IOAR.M1.commands comes 

from ML : �ight_gen_process.impl.

All inputs to ML : �ight_gen_process.impl
are internal sensor data or pass 

decrypt before reaching the UAV motors.

UAV.SW.ML.sensors.gps_data 
only receives sensor data.

Commands to UAV.SW.ML.motors_and_radios
.mavlink pass through decrypt 

before reaching the UAV motors.

Decomposition of the claim with arguments for
 encryption algorithm strength, correct 

implementation, and encryption key management

Claims about additional
sensor data here

Decomposition of the claim related to information sent to
or from the UAV through the interrupt service routine controlling the radio link

Claims about the 
other three 
motors here

UAV.SW.ML.sensors.battery_data
only receives sensor data.

Commands to uart5ISR_inst : uart5ISR
not passing through decrypt 
can’t reach the UAV motors.

FIGURE 2. A portion of the automatically generated assurance case tree for an unmanned air vehicle (UAV) for the requirement, 

“The UAV executes only unmodified commands from the ground station.”
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oped an assurance case for our sys-
tem’s primary high-level property: 
“The UAV executes only unmodi� ed 
commands from the ground station.” 
Figure 2 shows a portion of the assur-
ance case. At the top of the case, we 
separated this claim into two parts on 
the basis of the encryption setup:

• The UAV motors only execute 
commands that pass decrypt.

• Only the ground station can 
send commands that pass 
decrypt.

We broke down the second part into 
claims about our encryption proto-
col’s strength and the keys’ secrecy. 
The � rst part required a more de-
tailed analysis of our software’s ar-
chitecture, including data� ow paths 
and memory protection.

We expressed our assurance case’s 
general structure using logical ex-
pressions in the Resolute language.5

Resolute lets you embed assurance 
case claims and rules in a system’s 
architectural model. The Resolute 
engine evaluated these rules over our 
architecture to generate a concrete 
assurance case. This allowed our 
assurance case to adapt automati-
cally as the model was updated and 
changed. Some changes could break 
the assurance case—for example, 
adding a non-memory-safe compo-
nent to a nonpartitioning real-time 
OS; Resolute would � ag such is-
sues. We could then � x this—for ex-
ample, by hosting the component in 
seL4 or ensuring that the component 
was memory-safe by compiling from 
Ivory. For either � x, Resolute would 
automatically construct the corre-
sponding assurance case.

In addition, several portions 
of the architecture were assured 
through proof. The proof of parti-
tioning and correct OS behavior in 

seL44 provided an ironclad founda-
tion for building our UAV. Proofs of 
the Ivory type system ensured that 
all Ivory programs that compiled 
were memory-safe, which removed 
large classes of attacks.

T he HACMS project com-
prises three 18-month 
phases. Near each phase’s 

end, the red team receives a dem-
onstration vehicle and software 
for penetration testing. In phases 1 
and 2, the air team’s UAVs success-
fully resisted all red-team attacks. 
In phase 1, attacks were possible 
only through the communications 
link between the ground station and 
UAV. In phase 2, we provided root 
access to a Linux partition that con-
trolled a camera used for vehicle 
tracking and demonstrated that at-
tacks launched from this partition 
didn’t affect the UAV’s � ight-worthi-
ness. In phase 3, we’re adding capa-
bilities to our UAVs, such as secure 
geofencing to e nsure they avoid cer-
tain no-� y zones. We’re also pursu-
ing technology transfer of our tools 
and techniques with automotive and 
aerospace companies. Our experi-
ence shows that careful attention to 
requirements and system architec-
ture, along with formally veri� ed 
approaches that remove known se-
curity weaknesses (using Ivory and 
seL4), can lead to vehicles that can 
withstand attacks from even sophis-
ticated attackers with access to vehi-
cle design data.
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Reasoning about Security  
and Composition
Assume we can define what it means 
for a component to be secure and 
can define the property Secure(A). It 
might be tempting to say that when 
we assemble components to form a 
larger system, we get

Secure(A) ∧ Secure(B) ⇒  
   Secure(A ⊕ B),

for some (as yet undefined) compo-
sition operator ⊕. Such a result cer-
tainly isn’t true in general, although 
it might hold for some specific prop-
erties and types of composition. For 
example, if we’re concerned with a 
system’s memory safety, it might be 
sufficient to demonstrate the memory 
safety of all that system’s processes:

MemSafe(A) ∧ MemSafe(B) ∧  
   MemSafe(C) ⇒ MemSafe(System 
   (A, B, C)).

What’s more often the case in 

architecture- based composition is 
that we must look at different prop-
erties at the component level rather 
than the system level. In this way, 
composition is more like a set of lem-
mas used in an argument to complete 
a theorem’s proof. Each lemma might 
correspond to a particular compo-
nent property, a channel connecting 
components, or an attacker. That is,

Lem1(A) ∧ Lem2(Chan) ∧ Lem3(B)  
   ∧ Lem4(Attack) ⇒ Secure(A ⊕ B).

Using such reasoning, we devel-

The UAV executes only unmodi�ed 
commands from the ground station.

The UAV motors only execute 
commands that pass decrypt.
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.mavlink pass through decrypt 

before reaching the UAV motors.
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not passing through decrypt 
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FIGURE 2. A portion of the automatically generated assurance case tree for an unmanned air vehicle (UAV) for the requirement, 

“The UAV executes only unmodified commands from the ground station.”

This article originally appeared in 
IEEE Software vol. 33, no. 4, 2016.



14 January 2017 Published by the IEEE Computer Society  2469-7087/17/$33.00 © 2017 IEEE
112 C O M P U T E R P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y 0 0 1 8 - 9 1 6 2 / 1 6 / $ 3 3 . 0 0  ©  2 0 1 6  I E E E

CLOUD COVER

The Internet of Things (IoT) promises to make 
many items—including consumer electronic 
devices, home appliances, medical devices, cam-
eras, and all types of sensors—part of the Inter-

net environment.1 This opens the door to innovations that 
facilitate new interactions among things and humans, 
and enables the realization of smart cities, infrastruc-
tures, and services that enhance the quality of life.

By 2025, researchers estimate that the IoT could have 
an economic impact—including, for example, revenue 

generated and operational savings—
of $11 trillion per year, which would 
represent about 11 percent of the 
world economy;2 and that users will 
deploy 1 trillion IoT devices.

COPING WITH INTERNET
OF THINGS DATA
IoT environments generate un-
precedented amounts of data that 
can be useful in many ways, par-
ticularly if analyzed for insights. 
However, the data volume can over-
whelm today’s storage systems and 
analytics applications.

Cloud computing could help 
by o� ering on-demand and scal-
able storage, as well as processing 

services that can scale to IoT requirements. However, 
for health- monitoring, emergency-response, and other 
latency- sensitive applications, the delay caused by trans-
ferring data to the cloud and back to the application is 
unacceptable. In addition, it isn’t e�  cient to send so much 
data to the cloud for storage and processing, as it would 
saturate network bandwidth and not be scalable.

Recent analysis of a healthcare-related IoT application 
with 30 million users showed data � ows up to 25,000 tuples 
per second.3 And real-time data � ows in smart cities with 
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The Internet of Things (IoT) could enable 

innovations that enhance the quality of life, but it 

generates unprecedented amounts of data that 

are diffi  cult for traditional systems, the cloud, and 

even edge computing to handle. Fog computing 

is designed to overcome these limitations.
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many more data sources could easily 
reach millions of tuples per second. 

To address these issues, edge com-
puting4 was proposed to use comput-
ing resources near IoT sensors for local 
storage and preliminary data process-
ing. This would decrease network con-
gestion, as well as accelerate analysis 
and the resulting decision making. 
However, edge devices can’t handle 
multiple IoT applications competing 
for their limited resources, which re-
sults in resource contention and in-
creases processing latency.

Fog computing—which seam-
lessly integrates edge devices and 
cloud resources—helps overcome 
these limitations. It avoids resource 
contention at the edge by leveraging 
cloud resources and coordinating 
the use of geographically distributed 
edge devices.

FOG COMPUTING 
CHARACTERISTICS
Fog computing is a distributed para-
digm that provides cloud-like services 
to the network edge. It leverages cloud 
and edge resources along with its own 
infrastructure, as Figure 1 shows. In 
essence, the technology deals with 
IoT data locally by utilizing clients or 
edge devices near users to carry out a 
substantial amount of storage, com-
munication, control, con� guration, 
and management. The approach bene-
� ts from edge devices’ close proximity 
to sensors, while leveraging the on- 
demand scalability of cloud resources.

Fog computing involves the compo-
nents of data-processing or analytics 
applications running in distributed 
cloud and edge devices. It also facili-
tates the management and program-
ming of computing, networking, 
and storage services between data-
centers and end devices. In addition, 
it supports user mobility, resource 
and interface heterogeneity, and dis-
tributed data analytics to address the 

requirements of widely distributed ap-
plications that need low latency.

FOG-COMPUTING 
COMPONENTS
Figure 2 presents a fog-computing ref-
erence architecture. Fog systems gen-
erally use the sense-process- actuate 
and stream-processing programming 
models. Sensors stream data to IoT 
networks, applications running on 
fog devices subscribe to and process 
the information, and the obtained in-
sights are translated into actions sent 
to actuators.

Fog systems dynamically dis-
cover and use APIs to build com-
plex functionalities. Components 
at the resource-management layer 
use information from the resource- 
monitoring service to track the state 

of available cloud, fog, and network 
resources and identify the best can-
didates to process incoming tasks. 
With multitenant applications, the 
resource-management components 
prioritize the tasks of the various par-
ticipating users or programs.

Edge and cloud resources commu-
nicate using machine-to-machine 
(M2M) standards such as MQTT (for-
merly MQ Telemetry Transport) and 
the Constrained Application Protocol 
(CoAP). Software-de� ned networking 
(SDN) helps with the e�  cient manage-
ment of heterogeneous fog networks.

FOG-COMPUTING 
SOFTWARE SYSTEMS
There are four prominent software 
systems for building fog computing 
environments and applications.

Provider A Provider BPublic cloud

Private cloudPrivate cloud

IoT sensors ...

Fog computing

Figure 1. Distributed data processing in a fog-computing environment. Based on the 
desired functionality of a system, users can deploy Internet of Things (IoT) sensors in 
different environments including roads, medical centers, and farms. Once the system 
collects information from the sensors, fog devices—including nearby gateways and 
private clouds— dynamically conduct data analytics.
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analytics applications.

Cloud computing could help 
by o� ering on-demand and scal-
able storage, as well as processing 

services that can scale to IoT requirements. However, 
for health- monitoring, emergency-response, and other 
latency- sensitive applications, the delay caused by trans-
ferring data to the cloud and back to the application is 
unacceptable. In addition, it isn’t e�  cient to send so much 
data to the cloud for storage and processing, as it would 
saturate network bandwidth and not be scalable.
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with 30 million users showed data � ows up to 25,000 tuples 
per second.3 And real-time data � ows in smart cities with 
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Cisco IOx provides device manage-
ment and enables M2M services in fog 
environments.5 Using device abstrac-
tions provided by Cisco IOx APIs, ap-
plications running on fog devices can 
communicate with other IoT devices 
via M2M protocols.

Cisco Data in Motion (DMo) enables 
data management and analysis at the 
network edge and is built into prod-
ucts that Cisco Systems and its part-
ners provide.

LocalGrid’s fog-computing plat-
form is software installed on network 
devices in smart grids. It provides re-
liable M2M communication between 
devices and data-processing services 
without going through the cloud.

Cisco ParStream’s fog- computing 
platform enables real-time IoT analytics.

FOG-COMPUTING 
APPLICATIONS
Various applications could bene� t 
from fog computing.

Healthcare and activity tracking
Fog computing could be useful in 
healthcare, in which real-time process-
ing and event response are critical. One 
proposed system utilizes fog comput-
ing to detect, predict, and prevent falls 
by stroke patients.6 The fall-detection 
learning algorithms are dynamically 
deployed across edge devices and cloud 
resources. Experiments concluded that 
this system had a lower response time 
and consumed less energy than cloud-
only approaches.

A proposed fog computing–based 
smart-healthcare system enables low 

latency, mobility support, and location 
and privacy awareness.7

Smart utility services
Fog computing can be used with smart 
utility services,8 whose focus is im-
proving energy generation, delivery, 
and billing. In such environments, 
edge devices can report more � ne-
grained energy-consumption details 
(for example, hourly and daily, rather 
than monthly, readings) to users’ mo-
bile devices than traditional smart 
utility services. These edge devices 
can also calculate the cost of power 
consumption throughout the day and 
suggest which energy source is most 
economical at any given time or when 
home appliances should be turned on 
to minimize utility use.

Augmented reality, cognitive 
systems, and gaming
Fog computing plays a major role 
in augmented-reality applications, 
which are latency sensitive. For exam-
ple, the EEG Tractor Beam augmented 
multiplayer, online brain–computer- 
interaction game performs continu-
ous real-time brain-state classi� cation 
on fog devices and then tunes classi� -
cation models on cloud servers, based 
on electroencephalogram readings 
that sensors collect.9

A wearable cognitive-assistance 
system that uses Google Glass devices 
helps people with reduced mental 
acuity perform various tasks, includ-
ing telling them the names of people 
they meet but don’t remember.10 In 
this application, devices communicate 
with the cloud for delay-tolerant jobs 
such as error reporting and logging. 
For time-sensitive tasks, the system 
streams video from the Glass cam-
era to the fog devices for processing. 
The system demonstrates how using 
nearby fog devices greatly decreases 
end-to-end latency.

MODELING AND SIMULATION
To enable real-time analytics in fog 
 computing, we must investigate various 
resource-management and scheduling 

Applications

Edge and cloud
resources

Software-
de�ned

networking

Machine-to-
machine

IoT sensors and
actuators

Programming
models

Sense-process-actuate Stream processing

Multitenant resource
management

Operator and �ow
placement and resource

scheduling

Raw data
management

Monitoring 
and pro�ling

API and service
management

API discovery Authorization and
authentication API composition

Figure 2. Fog-computing architecture. In the bottom layer are end devices— including 
sensors and actuators—along with applications that enhance their functionality. These 
elements use the next layer, the network, for communicating with edge devices, such as 
gateways, and then with cloud services. The resource-management layer runs the entire 
infrastructure and enables quality-of-service enforcement. Finally, applications leverage 
fog-computing programming models to deliver intelligent services to users. 
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techniques including the placement, 
migration, and consolidation of stream- 
processing operators, application mod-
ules, and tasks. This signi� cantly 
impacts processing latency and deci-
sion-making times.

However, constructing a real IoT 
environment as a testbed for evalu-
ating such techniques is costly and 
doesn’t provide a controllable environ-
ment for conducting repeatable exper-
iments. To overcome this limitation, 
we developed an open source simula-
tor called iFogSim.11 iFogSim enables 
the modeling and simulation of fog- 
computing environments for the eval-
uation of  resource-management and 
 scheduling policies across edge and 
cloud resources under multiple scenar-
ios, based on their impact on latency, 
energy consumption, network conges-
tion, and operational costs. It measures 
performance metrics and simulates 
edge devices, cloud datacenters, sen-
sors, network links, data streams, and 
stream-processing applications.

CHALLENGES
Realizing fog computing’s full poten-
tial presents several challenges in-
cluding balancing load distribution 

between edge and cloud resources, API 
and service management and sharing, 
and SDN communications. There are 
several other important examples.

Enabling real-time analytics
In fog environments, resource man-
agement systems should be able to 
dynamically determine which an-
alytics tasks are being pushed to 
which cloud- or edge-based resource 
to minimize latency and maximize 
throughput. These systems also must 
consider other criteria such as vari-
ous countries’ data privacy laws in-
volving, for example, medical and 
� nancial information.

Programming models 
and architectures
Most stream- and data-processing 
frameworks, including Apache Storm 
and S4, don’t provide enough scalabil-
ity and � exibility for fog and IoT envi-
ronments because their architecture is 
based on static con� gurations. Fog en-
vironments require the ability to add 
and remove resources dynamically be-
cause processing nodes are generally 
mobile devices that frequently join 
and leave networks.

Security, reliability, 
and fault tolerance
 Enforcing security in fog environ-
ments is a key challenge due to the fact 
that they have multiple service provid-
ers and users, as well as distributed re-
sources. Designing and implementing 
authentication and authorization tech-
niques that can work with multiple fog 
nodes that have di� erent computing 
capacities is di�  cult. Public-key infra-
structures and trusted execution envi-
ronments are potential solutions.12

Users of fog deployments also must 
plan for the failure of individual sen-
sors, networks, service platforms, and 
applications. To help with this, they 
could apply standards, such as the 
Stream Control Transmission Proto-
col, that deal with packet and event re-
liability in wireless sensor networks.13

Power consumption
Fog environments consist of many 
nodes. Thus, the computation is dis-
tributed and can be less energy e�  -
cient than in centralized cloud sys-
tems. Using e�  cient communications 
protocols such as CoAP, e� ective � l-
tering and sampling techniques, and 
joint computing and network resource 
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deployed across edge devices and cloud 
resources. Experiments concluded that 
this system had a lower response time 
and consumed less energy than cloud-
only approaches.

A proposed fog computing–based 
smart-healthcare system enables low 

latency, mobility support, and location 
and privacy awareness.7

Smart utility services
Fog computing can be used with smart 
utility services,8 whose focus is im-
proving energy generation, delivery, 
and billing. In such environments, 
edge devices can report more � ne-
grained energy-consumption details 
(for example, hourly and daily, rather 
than monthly, readings) to users’ mo-
bile devices than traditional smart 
utility services. These edge devices 
can also calculate the cost of power 
consumption throughout the day and 
suggest which energy source is most 
economical at any given time or when 
home appliances should be turned on 
to minimize utility use.

Augmented reality, cognitive 
systems, and gaming
Fog computing plays a major role 
in augmented-reality applications, 
which are latency sensitive. For exam-
ple, the EEG Tractor Beam augmented 
multiplayer, online brain–computer- 
interaction game performs continu-
ous real-time brain-state classi� cation 
on fog devices and then tunes classi� -
cation models on cloud servers, based 
on electroencephalogram readings 
that sensors collect.9

A wearable cognitive-assistance 
system that uses Google Glass devices 
helps people with reduced mental 
acuity perform various tasks, includ-
ing telling them the names of people 
they meet but don’t remember.10 In 
this application, devices communicate 
with the cloud for delay-tolerant jobs 
such as error reporting and logging. 
For time-sensitive tasks, the system 
streams video from the Glass cam-
era to the fog devices for processing. 
The system demonstrates how using 
nearby fog devices greatly decreases 
end-to-end latency.

MODELING AND SIMULATION
To enable real-time analytics in fog 
 computing, we must investigate various 
resource-management and scheduling 
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Figure 2. Fog-computing architecture. In the bottom layer are end devices— including 
sensors and actuators—along with applications that enhance their functionality. These 
elements use the next layer, the network, for communicating with edge devices, such as 
gateways, and then with cloud services. The resource-management layer runs the entire 
infrastructure and enables quality-of-service enforcement. Finally, applications leverage 
fog-computing programming models to deliver intelligent services to users. 
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optimization can minimize energy 
consumption in fog environments.

Fog computing enables the seam-
less integration of edge and 
cloud resources. It supports the 

decentralized and intelligent process-
ing of unprecedented data volumes 
generated by IoT sensors deployed for 
smooth integration of physical and cy-
ber environments.

This could generate many benefits 
to society by, for example, enabling 
smart healthcare applications. The 
further development of fog comput-
ing could thus help the IoT reach its 
vast potential. 
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For decades, pop culture has imag-
ined for us a future filled with 

robotic companions that attend to 
our daily chores. While often featured 
in science fiction, this vision of the 
future might be more accurate—and 
near-term—than expected. What the 
movies and TV shows might have got-
ten wrong, however, is the form of our 
future robotic companions. Instead of 
humanoids, it’s aerial drones that seem 
to be rapidly approaching adoption for 
everyday tasks.

From PCS to SmartPhonES 
to DronES
At first glance, aerial drones might 
seem a non sequitur in the list of PCs 
and smartphones; however, they might 
indeed represent the next step-change 
in technology that connects the physi-
cal and digital worlds. PCs were the 
first technology to provide digital pro-
cessing power to the average person.

Smartphones brought the next step-
change in technology, because they’re 
not only mobile but also integrate a 
basic set of sensors into a processing 
platform. Fusing a processor with a 
GPS receiver, accelerometers, mag-
netometers, and Internet connectivity 
has enabled so many unique appli-

cations that app developers will be 
exploring the design space for decades 
to come.

Drones mark the next leap in this 
progression. Along with a processor 
and sensor suite, drones incorporate 
actuators—propellers to move them-
selves around and (potentially) grippers 
to manipulate objects in the world. The 
fusion of these three elements (compu-
tation, sensing, and actuation), along 
with developments in the theory of 
robot autonomy,1 allow drones to 
actively engage with the world around 
them. This is in contrast to the relatively 
passive interactions between humans 
and PCs and smartphones.

IntroDuCIng SmartDronES
Not all unmanned aerial vehicles are 
consistent with a comparison to smart-
phones. Remote-controlled aircraft 
have existed for decades but, lacking 
any form of autonomy, can’t be consid-
ered “drones” and are likely to remain 
strictly a hobbyist’s pursuit. On the 
other end of the spectrum lie military 
drones, which are typically very expen-
sive, complex, and highly task specific. 
The type of drone for which we draw 
parallels to smartphone technology—
arguably the type that will have the 

most impact on the average person’s 
daily life—are drones that we will refer 
to as smartdrones.

Smartdrones have several defining 
features, first of which is their afford-
ability. To achieve wide-scale use, 
smartdrones will likely fall in the same 
price bracket as smartphones and 
modern laptops (US$500–$2,000), 
which makes them affordable for a 
common household.

The second defining feature is their 
lightweight structure. Many poten-
tial applications for smartdrones will 
directly or indirectly involve opera-
tions in proximity to human subjects. 
This immediately makes safety an 
important issue. Safety depends on 
not only a robust software archi-
tecture for autonomy but also the 
drone’s physical design. Lighter 
weight, slower drones are inherently 
safer and thus will be the platforms of 
choice for operation in human-centric 
environments.

Another important feature is stan-
dardization. To enable use in a wide 
range of applications, smartdrones will 
share a quasi-standardized set of hard-
ware and a unified control/autonomy 
structure. Hardware will range from 
components typical of smartphones 

Flying Smartphones:  
When Portable Computing 
Sprouts Wings
Ross Allen, Marco Pavone, and Mac Schwager, Stanford University
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attitude controller in Figure 1—is, 
for the most part, a solved problem. 
Even inexpensive, off-the-shelf iner-
tial measurement units are sufficient 
to estimate and control attitude. This 
is why you can purchase a quadro-
tor “toy” for less than $50 and have 
it hover and perform basic motions. 
Such remote-controlled toy quadcop-
ters are often well trimmed, so they 
can hover in place fairly reliably. Being 
well-balanced to avoid drifting during 
hover is, however, very different from 
autonomously controlling the drone’s 
position.

Position control—the second inner-
most layer in Figure 1—presents a 
greater challenge because position 
estimation requires considerably more 
sophisticated hardware than that of 
attitude control. For absolute posi-
tion, a smartdrone would require a 
GPS module. Such modules are rela-
tively expensive, running at $80 for 
a hobby-grade component. Further-
more, GPS alone might be insufficient 
to guarantee safe operation. GPS relies 
on line-of-sight to GPS satellites, mak-
ing it unreliable in environments with 
partial or full obstruction of the sky 

(as can occur in canyons, in forests, 
near tall buildings, or indoors). Thus, 
smartdrones will likely have to supple-
ment GPS information with local-
ized position information to provide 
terrain-relative position data. Several 
sensor types are capable of achieving 
this, including sonar, light detection 
and ranging (lidar), and vision sensors. 
In the end, position estimation will 
be achieved using a mixture of these 
technologies.

Planning. Even with perfect and com-
plete sensor data and an infallible 
controller, a major issue exists in how 
to decide what trajectory a smart-
drone should take through a complex, 
dynamic world. These questions have 
been at the center of the field of robot 
motion planning for years.

Smartdrones present a particularly 
challenging form of robot motion 
planning, because they require the 
consideration of a high-speed robot 
in a changing environment. This form 
of motion planning, termed real-time 
kinodynamic planning, is an active 
field of research. Recent work at the 
Autonomous Systems Laboratory at 

Stanford University has developed a 
framework for solving such problems 
in real time.2 The framework oper-
ates on an offline-online computation 
paradigm, whereby a library of tra-
jectories is precomputed offline and 
then efficiently pruned online when 
environment data becomes available. 
Machine learning and optimal control 
techniques make such a procedure fast 
and accurate, in the sense that near-
optimal trajectories are repeatedly 
computed every few milliseconds. Fig-
ure 2 shows the application of such a 
framework to the control of a quadro-
tor that dodges a fencing blade.

Verification. Recent work has sought 
to verify the safety of smartdrone 
systems by embedding verification 
directly into the design of the control/
autonomy module. The field of for-
mal methods, which was tradition-
ally developed to verify the correct-
ness of computer programs, has now 
been applied to design drone control 
systems that are correct “by con-
struction.” For example, work at the 
Stanford Multi-Robot Systems Lab 
and the Boston University Robotics  

Figure 2. Demonstrating real-time kinodynamic planning on a quadrotor dodging a fencing blade.
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(accelerometers, gyros, barometers, 
cameras, thermometers, and even 
microphones), to propulsive systems 
and manipulator/grasping mechanisms 
for payloads. On the software side, 
with a standardized GPS module and 
communication protocol, smartdrones 
will need to behave identically when it 
comes to avoiding restricted airspaces.

Yet arguably the most critical fea-
ture is autonomy. Beyond just being 
robust and reliable, smartdrones must 
also be intuitive to use. In the same 
way that a smartphone can be used by 
anyone, regardless of prior computer 
knowledge, smartdrones must be eas-
ily usable by those with no technical 
background. To achieve this, drones 
will have to be highly autonomous—
relying on the onboard processor for 
all low-level control and leaving only 
application selection and a few input 
options to the user.

Note that thus far, we have made no 
distinction between quadrotors and 
fixed-wing aircraft when referring to 
smartdrones. This is because both 
can meet our definition, so either can 
be adopted. The hover capabilities of 
quadrotors tend to add an additional 
safety layer over fixed-wing aircraft, 
making them the more attractive option 
for applications in human proximity. 
Fixed-wing aircraft, on the other hand, 
offer much greater range and endur-
ance. Hybrid craft, such as tiltrotor 
craft, would also fit our definition of 
smartdrones.

DEvEloPIng autonomouS 
DronES
Hereafter, we further focus on the 
autonomy feature, reviewing the tech-

nology itself, its safety aspects, and the 
range of applications it enables.

Understanding the Control/
Autonomy Structure
A unified control/autonomy struc-
ture is key to the smartdrone con-
cept, so app developers will know 
that the software they develop will 
interact with firmware and hardware 
in much the same way, regardless of 
the smartdrone model or manufac-
turer (similar to how an app can be 
released on Android or iOS with little 
additional work). The unified control/
autonomy structure will likely mirror 
the structure that has been developed 
for many research-based quadrotors 
(see Figure 1).

The control structure is composed 
of a set of nested loops. Outer loops, 
responsible for more abstract decisions, 
feed information down to inner loops, 
usually in the form of setpoints or ref-
erence targets, which drive the direct 
control of the smartdrone hardware. 
Sensors provide feedback about the 
state of the smartdrone to the relevant 
control layer.

Specifically, the user selects an appli-
cation for the smartdrone, and the 
app produces a set of high-level objec-
tives. The motion planner fuses these 
objectives with information about the 
world—such as obstacle locations, 
no-fly zones, or speed restrictions—to 
come up with a feasible plan for achiev-
ing the objectives. The position control-
ler is tasked with executing the plan by 
comparing the desired position from 
the motion planner with the actual 
position read by the sensors and per-
forming feedback control.

The attitude controller is tasked 
with stabilizing the aircraft and 
executing the positioning commands 
from the position controller. Because 
most drone platforms are underac-
tuated, the attitude controller is a 
“slave” to the position controller in 
that arbitrary positions and veloc-
ity can’t be achieved independent of 
attitude, so the attitude controller 
accommodates the desired positions 
and velocity. While the outer loops 
of the control structure will employ 
sophisticated optimization, control, 
and decision-making techniques, the 
inner loops will likely apply simple yet 
robust proportional-integral-deriva-
tive controllers.

Ensuring Safety
As PCs, smartphones, and smart-
drones introduce progressively more 
powerful technological applications, 
they also carry an ever increasing bur-
den of risk—an example of the prover-
bial double-edged sword. For example, 
PCs allowed average people to digitize 
most of their personal credentials and 
financial information. This greatly 
simplified tedious tasks such as filing 
taxes, but it also opened the door to 
risks such as identity fraud. The pri-
mary safety aspects that are being 
addressed as smartdrones are adopted 
in wide-scale use fall in the categories 
of sensing, planning, verification, and 
system-level integration.

Sensing. Each layer of the smartdrone 
control/autonomy structure requires 
its own sensing hardware, which is 
used to estimate the current state of 
the craft. The innermost layer—the 

Figure 1. A high-level control/autonomy structure for smartdrone platforms.
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attitude controller in Figure 1—is, 
for the most part, a solved problem. 
Even inexpensive, off-the-shelf iner-
tial measurement units are sufficient 
to estimate and control attitude. This 
is why you can purchase a quadro-
tor “toy” for less than $50 and have 
it hover and perform basic motions. 
Such remote-controlled toy quadcop-
ters are often well trimmed, so they 
can hover in place fairly reliably. Being 
well-balanced to avoid drifting during 
hover is, however, very different from 
autonomously controlling the drone’s 
position.

Position control—the second inner-
most layer in Figure 1—presents a 
greater challenge because position 
estimation requires considerably more 
sophisticated hardware than that of 
attitude control. For absolute posi-
tion, a smartdrone would require a 
GPS module. Such modules are rela-
tively expensive, running at $80 for 
a hobby-grade component. Further-
more, GPS alone might be insufficient 
to guarantee safe operation. GPS relies 
on line-of-sight to GPS satellites, mak-
ing it unreliable in environments with 
partial or full obstruction of the sky 

(as can occur in canyons, in forests, 
near tall buildings, or indoors). Thus, 
smartdrones will likely have to supple-
ment GPS information with local-
ized position information to provide 
terrain-relative position data. Several 
sensor types are capable of achieving 
this, including sonar, light detection 
and ranging (lidar), and vision sensors. 
In the end, position estimation will 
be achieved using a mixture of these 
technologies.

Planning. Even with perfect and com-
plete sensor data and an infallible 
controller, a major issue exists in how 
to decide what trajectory a smart-
drone should take through a complex, 
dynamic world. These questions have 
been at the center of the field of robot 
motion planning for years.

Smartdrones present a particularly 
challenging form of robot motion 
planning, because they require the 
consideration of a high-speed robot 
in a changing environment. This form 
of motion planning, termed real-time 
kinodynamic planning, is an active 
field of research. Recent work at the 
Autonomous Systems Laboratory at 

Stanford University has developed a 
framework for solving such problems 
in real time.2 The framework oper-
ates on an offline-online computation 
paradigm, whereby a library of tra-
jectories is precomputed offline and 
then efficiently pruned online when 
environment data becomes available. 
Machine learning and optimal control 
techniques make such a procedure fast 
and accurate, in the sense that near-
optimal trajectories are repeatedly 
computed every few milliseconds. Fig-
ure 2 shows the application of such a 
framework to the control of a quadro-
tor that dodges a fencing blade.

Verification. Recent work has sought 
to verify the safety of smartdrone 
systems by embedding verification 
directly into the design of the control/
autonomy module. The field of for-
mal methods, which was tradition-
ally developed to verify the correct-
ness of computer programs, has now 
been applied to design drone control 
systems that are correct “by con-
struction.” For example, work at the 
Stanford Multi-Robot Systems Lab 
and the Boston University Robotics  

Figure 2. Demonstrating real-time kinodynamic planning on a quadrotor dodging a fencing blade.
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(accelerometers, gyros, barometers, 
cameras, thermometers, and even 
microphones), to propulsive systems 
and manipulator/grasping mechanisms 
for payloads. On the software side, 
with a standardized GPS module and 
communication protocol, smartdrones 
will need to behave identically when it 
comes to avoiding restricted airspaces.

Yet arguably the most critical fea-
ture is autonomy. Beyond just being 
robust and reliable, smartdrones must 
also be intuitive to use. In the same 
way that a smartphone can be used by 
anyone, regardless of prior computer 
knowledge, smartdrones must be eas-
ily usable by those with no technical 
background. To achieve this, drones 
will have to be highly autonomous—
relying on the onboard processor for 
all low-level control and leaving only 
application selection and a few input 
options to the user.

Note that thus far, we have made no 
distinction between quadrotors and 
fixed-wing aircraft when referring to 
smartdrones. This is because both 
can meet our definition, so either can 
be adopted. The hover capabilities of 
quadrotors tend to add an additional 
safety layer over fixed-wing aircraft, 
making them the more attractive option 
for applications in human proximity. 
Fixed-wing aircraft, on the other hand, 
offer much greater range and endur-
ance. Hybrid craft, such as tiltrotor 
craft, would also fit our definition of 
smartdrones.

DEvEloPIng autonomouS 
DronES
Hereafter, we further focus on the 
autonomy feature, reviewing the tech-

nology itself, its safety aspects, and the 
range of applications it enables.

Understanding the Control/
Autonomy Structure
A unified control/autonomy struc-
ture is key to the smartdrone con-
cept, so app developers will know 
that the software they develop will 
interact with firmware and hardware 
in much the same way, regardless of 
the smartdrone model or manufac-
turer (similar to how an app can be 
released on Android or iOS with little 
additional work). The unified control/
autonomy structure will likely mirror 
the structure that has been developed 
for many research-based quadrotors 
(see Figure 1).

The control structure is composed 
of a set of nested loops. Outer loops, 
responsible for more abstract decisions, 
feed information down to inner loops, 
usually in the form of setpoints or ref-
erence targets, which drive the direct 
control of the smartdrone hardware. 
Sensors provide feedback about the 
state of the smartdrone to the relevant 
control layer.

Specifically, the user selects an appli-
cation for the smartdrone, and the 
app produces a set of high-level objec-
tives. The motion planner fuses these 
objectives with information about the 
world—such as obstacle locations, 
no-fly zones, or speed restrictions—to 
come up with a feasible plan for achiev-
ing the objectives. The position control-
ler is tasked with executing the plan by 
comparing the desired position from 
the motion planner with the actual 
position read by the sensors and per-
forming feedback control.

The attitude controller is tasked 
with stabilizing the aircraft and 
executing the positioning commands 
from the position controller. Because 
most drone platforms are underac-
tuated, the attitude controller is a 
“slave” to the position controller in 
that arbitrary positions and veloc-
ity can’t be achieved independent of 
attitude, so the attitude controller 
accommodates the desired positions 
and velocity. While the outer loops 
of the control structure will employ 
sophisticated optimization, control, 
and decision-making techniques, the 
inner loops will likely apply simple yet 
robust proportional-integral-deriva-
tive controllers.

Ensuring Safety
As PCs, smartphones, and smart-
drones introduce progressively more 
powerful technological applications, 
they also carry an ever increasing bur-
den of risk—an example of the prover-
bial double-edged sword. For example, 
PCs allowed average people to digitize 
most of their personal credentials and 
financial information. This greatly 
simplified tedious tasks such as filing 
taxes, but it also opened the door to 
risks such as identity fraud. The pri-
mary safety aspects that are being 
addressed as smartdrones are adopted 
in wide-scale use fall in the categories 
of sensing, planning, verification, and 
system-level integration.

Sensing. Each layer of the smartdrone 
control/autonomy structure requires 
its own sensing hardware, which is 
used to estimate the current state of 
the craft. The innermost layer—the 

Figure 1. A high-level control/autonomy structure for smartdrone platforms.
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Lab has led to formal methods algo-
rithms that construct provably safe 
trajectories for multiple smartdrones 
to perpetually monitor an environ-
ment, while scheduling sufficient time 
to recharge their own batteries.3

System-level integration. The US Fed-
eral Aviation Administration (FAA) 
has recently overhauled its regulations 
regarding the use of Unmanned Air-
craft Systems. It now requires private 
operators to register their drones in a 
national database, and it prohibits the 
flying of recreational drones near air-
ports and other areas with sensitive 
airspace. As drone capabilities grow, 
and as autonomous features find their 
way into commercialized drone tech-
nology, the FAA is incrementally tak-
ing steps to integrate drones into the 
already complex US airspace (www.
faa.gov/uas). Likewise, the European 
Aviation Safety Agency is taking pre-
cautions to integrate private drone 
usage safely into the European airspace 
(www.easa.europa.eu/easa-and-you 
/civil-drones-rpas). Nonetheless, sig-
nificant challenges remain to safely 
integrate drones—whether commercial 
or private—into the airspace, and the 
regulations governing drone usage are 
expected to evolve considerably in the 
coming years.

Reviewing Smartdrone Apps
Some of the first applications for 
quadrotors (and more generally, smart-
drones) were realized in the laboratory. 
Due to their ease of control and their 
robustness to changing configurations, 
quadrotors became an excellent demon-
stration platform for navigation, plan-
ning, and network algorithms.4 These 
research demonstrations paved the way 
for many of the commercial and mili-
tary applications we see being devel-
oped today.

Perhaps the application that has 
received the most attention by the pub-
lic is the proposed use of unmanned 
aerial delivery platforms such as 
Amazon Prime Air. Drone delivery 
has the potential to radically change 

the way we access consumer products, 
because it would reduce the delivery 
time for online purchases from days 
to minutes. Amazon’s delivery system 
doesn’t quite match our description 
of smartdrones, however, because it 
involves expensive, large, task-specific 
aerial robots; not flexible, inexpensive 
platforms usable by the public. Res-
taurants, on the other hand, could 
use the more universal smartdrone 
concept for delivery of small food 
items to local communities. Similarly, 
medicine and first-aid supplies could 
be delivered to remote or hazardous 
areas during disaster events.

Another drone application that has 
made its way into mainstream media 
is that of recreation use, specifically 
for action/adventure sports. Estab-
lished drone companies such as DJI, 
and startups such as Lily Robotics, are 
planning to offer multirotor aircraft 
that are designed to autonomously fol-
low a user and shoot video. Although 
these products aren’t yet on the mar-
ket, the significant number of compa-
nies and startups pursuing this concept 
gives credence to the idea that we will 
soon see quadcopters chasing skiers 
down mountains.

Currently, the most economically via-
ble—albeit lesser known—application 
for drone technology lies in agriculture. 
Companies such as 3DR are providing 
autonomous multirotor craft that can 
survey crops by recording multispectral 
images of farmland.

The power of the smartdrone con-
cept becomes even more apparent 
when you imagine collective multi-
drones acting collaboratively to carry 
out large-scale tasks. Just as the ben-
efits of smartphones have exploded 
with the advent of mobile apps for 
social networking that cull data from 
a collection of users, the capabilities of 
smartdrones will explode as the inter-
connectedness of the drone network 
increases. Today, mobile apps that 
mine data from hundreds of thousands 
of daily users, such as Waze and Tea-
leaf, can effectively predict phenomena 
as diverse as traffic and stock prices. 

Tomorrow, smartdrones will lever-
age the perpetual networked aerial 
drone presence to give rich, real-time 
data about agricultural crops, traffic, 
weather, the movement of wildlife, and 
the activities of suspected criminals, 
giving early warnings for everything 
from wildfires to freeway pileups.

Furthermore, many of the deficits of 
the small size of smartdrones, including 
limited flight time, range, and payload, 
can be alleviated when you consider the 
coordinated actions of large groups of 
drones. A thriving research community 
in multirobot systems and multiagent 
control is currently devoted to solving 
problems of large-scale coordinated 
autonomy. New decentralized algo-
rithms are emerging for control, per-
ception, and trajectory planning over a 
wireless network to enable multidrones 
systems: groups of drones that reach 
collective inferences about the world 
and make collective decisions about 
what actions to take in the world to 
accomplish a task.

The potential applications of col-
lective smartdrones are vast. Perhaps 
the first capability that will be realized 
is large-scale distributed perception. 
Drones will provide us with a perpet-
ual sensor network in the sky to sense 
diverse forms of data for a variety of 
purposes,5 as Figure 3 illustrates. As 
mentioned, farmers are already using 
individual drones for crop sensing 
to see daily or weekly detailed snap-
shots of crop health. These snapshots 
then inform decisions about watering, 
fertilizing, and applying pesticide to 
specific areas of the crops where most 
needed. With the advent of smartdrone 
networks, farmers could have an on-
demand updated computer model of 
the health of their crops for crop man-
agement decisions.

Smartdrone networks will also 
help search-and-rescue teams find 
lost hikers in the wilderness, or vic-
tims of boating accidents lost at sea. 
The key is the ability of a smartdrone 
network to parallelize the task of 
gathering information over a large 
area. The larger the area, the more 
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drones you can deploy to search it 
efficiently. Construction sites, which 
are frequently targeted for theft, and 
large-scale infrastructure, which 
requires frequent inspection, could 
employ smartdrones for persistent 

surveillance. High-tech border secu-
rity could implement a fleet of smart-
drones that could monitor large 
stretches of remote terrain.

Beyond merely sensing the environ-
ment, smartdrones interacting with 

the environment (for example with 
grippers, display lights, and other 
actuators) will open up a new range 
of exciting applications. For example, 
a group of smartdrones with colored 
LEDs can form a massive 3D display, 

Figure 3. Five smartdrones cooperatively surveying a research forest: (a) a perpetual sensor network in the sky can (b) survey the 
forest below, (c) parallelizing the task of gathering information over a large area.

(a)

(c)

(b)
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integrate drones—whether commercial 
or private—into the airspace, and the 
regulations governing drone usage are 
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to see daily or weekly detailed snap-
shots of crop health. These snapshots 
then inform decisions about watering, 
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specific areas of the crops where most 
needed. With the advent of smartdrone 
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gathering information over a large 
area. The larger the area, the more 



24 Computing Edge January 201788 PERVASIVE computing www.computer.org/pervasive

SmartPhoneS

SmartPhoneS

creating a new medium for art, enter-
tainment, communication, and market-
ing. Researchers at ETH Zurich have 
already shown the promise of such 
drone displays.6

When equipped with grippers, a 
smartdrone collective might soon 
replace cranes in construction sites, 
collaborating to hoist heavy beams 
into place to build buildings and 
bridges alongside human construction 
workers.7 One day, national forests 
might employ groups of autonomous 
smartdrones to not only monitor for 
forest fires but also fight such fires with 
the targeted application of fire retar-
dant. In addition, farmers might use 
smartdrones to not only monitor crop 
health but also actively manage crops 
by applying water, fertilizer, and pes-
ticide with surgical precision. Indeed, 
the most transformative applications 
for smartdrones are most likely still 
waiting to be discovered by the app 
developers and drone users of the 
future.

D ue to their ability to actively and 
autonomously interact with the 

world, lightweight, highly autono-
mous drones are emerging as the next 
step-change in consumer electronic 
technology, much in the same way that 
smartphones revolutionized personal 
computing. Although research is ongoing 
to ensure safe, autonomous operation,  
smartdrone systems are already being 
used in several applications, with many 
more applications soon to emerge. After 
two decades of research and develop-
ment, portable computing has finally 
sprouted wings! 
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Eye-Controlled Interfaces for
Multimedia Interaction

I n the digitized world, interacting withmulti-

media information occupies a large portion

of everyday activities; it’s now an essential part

of how we gather knowledge and communicate

with others. It involves several operations,

including selecting, navigating through, and

modifying multimedia, such as text, images,

animations, and videos. These operations are

usually performed by devices such as a mouse

or keyboard, but people with motor disabilities

often can’t use such devices. This limits their

ability to interact withmultimedia content and

thus excludes them from the digital informa-

tion spaces that help us stay connected with

families, friends, and colleagues.

When we interact with multimedia—which

presents rich visual content—our eyes process

relevant information. Eye activities can be

tracked, and gaze tracking has been successfully

used to analyze and evaluate cognition during

multimedia learning.1 So far, however, tracking

of this visual channel has rarely been exploited

to control interaction with multimedia infor-

mation. Seminal work has started to employ

eye-tracking technology for controlling interac-

tions, targeting two major paradigms for inter-

action by eye tracking:2 direct control and

implicit observations.

Direct control refers to the deliberate, explicit

use of eye movements by the user with the

intention that such gaze signals are picked up

for interaction commands, such as selecting,

moving, or modifying an object or defining a

new one—by text input, for example. Implicit

observations of gaze signals have been used to

enhance the viewing activity (such as for

extended reading, as in Text 2.03 or to capture

the varying importance of multimedia visual

content4).

Direct control is effective but very slow and

tiring for the human user. Implicit observations

remain unobtrusive but can at best be consid-

ered a weak signal of what the user wants to

accomplish. Thus, direct control through gaze

tracking should be supplemented and merged

with interactions derived from implicit obser-

vation to remain effective while improving the

user friendliness of eye-tracking technologies in

multimedia interaction. In this context, the

EU-funded MAMEM project (Multimedia

Authoring and Management using your Eyes

andMind) aims to propose a framework for nat-

ural interaction with multimedia information

for users who lack fine motor skills (see the

related sidebar for more information).

Here, we primarily focus on the gaze-based

control paradigm (see Figure 1) that we’ve

developed as part of our work at the Institute

for Web Science and Technologies (WeST)

within the scope of MAMEM project. We out-

line the particular challenges of eye-controlled

interaction with multimedia information,

including initial project results. The objective is

to investigate how eye-based interaction tech-

niques can be made precise and fast enough to

not only allow disabled people to interact with

multimedia information but also make usage

sufficiently simple and enticing such that

healthy users might also want to include eye-

based interaction.

Challenges of Eye Input
Eye-tracking systems measure a person’s eye

movements so that the gaze point is established

at any point in time. Different invasive or non-

invasive methods for eye movement measure-

ment have been investigated to improve gaze

data estimation.2 Eye-tracking technology has

evolved, increasing precision and decreasing

cost. However, using an eye gaze as input

remains a challenge, due to the limitation of

the visual angle, calibration errors, the drift,

and inherent eye jitter, as well as the fact that

the gaze positions reported by eye trackers

don’t correspond exactly to where the user is

looking.
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Eye movements occur as sequences of very

fast (less than 100 ms) saccades, followed by rela-

tively stable fixation periods (100–600 ms). Even

during fixations, however, the eye isn’t com-

pletely still but is characterized by some jitters. In

addition, even the precision of recent eye trackers

is still limited, because the trackers can only

determine the angle of the user’s gaze in relation

to the screen up to approximately 0.5 degrees (or

roughly 10 pixels on a 17-inch display observed

from 60 cm away). These factors imply a loss of

stability, causing the “eye cursor” tomomentarily

leave the target intended by the user for further

multimedia interaction. Direct control is impeded

by such factors. Consequently, for reliable eye-

controlled interfaces, smoothingmechanisms are

necessary to stabilize the gaze signal. Further-

more, interface elements must be adopted to

negotiate the impact of limited accuracy.

Another major difficulty for input control by

gaze interaction is the double duty performed by

eyes. When using an eye tracker for control, the

“normal” course of events changes substantially,

because the eyes are both acting as an important

sensory channel and providing motor responses

to control the computer.5 Instead of the hand

providing motor responses to control the com-

puter through external physical devices, the eye

provides motor response through virtual or

graphical controls that appear on the system’s

display. The eyes are thus overloaded with

explicit control tasks, especially in complex sce-

narios of multimedia exploration and modifica-

tion, making the interaction tedious and error-

prone. Therefore, it’s imperative for eye-con-

trolled interfaces to use implicit eye signals to

predict user intentions and support the explicit

control of tasks.

Furthermore, eyes engage in inspection and

selection simultaneously while interacting

with the interface. The most common method

to distinguish between inspections and selec-

tions is to set a time threshold (or dwell time),

with a click issued after the duration of the fixa-

tion exceeds a specified amount of time. The

dwell time might lead to unintended activa-

tions, resulting from fixations used for inspec-

tion being confused with a selection. This issue

is referred to as the Midas-Touch problem.2

Appropriate visual feedback from the eye-con-

trolled interfaces could play a vital role in help-

ing users discriminate between inspection and

selection. Moreover, an additional source of

input confirmation could also be a significant

measure for distinguishing between selections

and inspections.

To address these challenges and increase the

feasibility of eye-based interactions, we employ

Multimedia Authoring andManagement Using Your Eyes andMind
The MAMEM project started in May 2015, and it consists of

eight different partners (see www.mamem.eu/project/con-

sortium) collaborating to deliver the technology that will

let people operate software applications and execute multi-

media-related tasks using their eyes and mind. MAMEM

especially targets individuals with motor disabilities (such

as people with Parkinson’s disease, muscular disorders, and

tetraplegia). The common symptom of these disorders is

the loss of the voluntary muscular control (while preserving

cognitive functions), leading to a variety of functional defi-

cits, including the ability to operate applications that

require the use of a conventional interaction medium

(mouse, keyboard, touchscreens, and so on). As a result,

the affected individuals are marginalized and can’t keep up

with the rest of the society in a digitized world.

MAMEM’s aims to better integrate these people into

society by endowing them with the critical skill of access-

ing multimedia information content using novel and more

natural interface channels. MAMEM also aims to make its

technology persuasive and provide the principles for

designing interfaces that will motivate disabled people to

use them.

Eye-controlled interfaces Multimedia interaction
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Figure 1. Eye-controlled interfaces for multimedia interaction. Examples

include selecting, exploring, andmodifying text, images, and videos. (Note

that interaction withmultimedia isn’t limited to this set of operations.)
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of how we gather knowledge and communicate

with others. It involves several operations,

including selecting, navigating through, and

modifying multimedia, such as text, images,

animations, and videos. These operations are

usually performed by devices such as a mouse

or keyboard, but people with motor disabilities

often can’t use such devices. This limits their

ability to interact withmultimedia content and

thus excludes them from the digital informa-

tion spaces that help us stay connected with

families, friends, and colleagues.

When we interact with multimedia—which

presents rich visual content—our eyes process

relevant information. Eye activities can be

tracked, and gaze tracking has been successfully

used to analyze and evaluate cognition during

multimedia learning.1 So far, however, tracking

of this visual channel has rarely been exploited

to control interaction with multimedia infor-

mation. Seminal work has started to employ

eye-tracking technology for controlling interac-

tions, targeting two major paradigms for inter-

action by eye tracking:2 direct control and

implicit observations.

Direct control refers to the deliberate, explicit

use of eye movements by the user with the

intention that such gaze signals are picked up

for interaction commands, such as selecting,

moving, or modifying an object or defining a

new one—by text input, for example. Implicit

observations of gaze signals have been used to

enhance the viewing activity (such as for

extended reading, as in Text 2.03 or to capture

the varying importance of multimedia visual

content4).

Direct control is effective but very slow and

tiring for the human user. Implicit observations

remain unobtrusive but can at best be consid-

ered a weak signal of what the user wants to

accomplish. Thus, direct control through gaze

tracking should be supplemented and merged

with interactions derived from implicit obser-

vation to remain effective while improving the

user friendliness of eye-tracking technologies in

multimedia interaction. In this context, the

EU-funded MAMEM project (Multimedia

Authoring and Management using your Eyes

andMind) aims to propose a framework for nat-

ural interaction with multimedia information

for users who lack fine motor skills (see the

related sidebar for more information).

Here, we primarily focus on the gaze-based

control paradigm (see Figure 1) that we’ve

developed as part of our work at the Institute

for Web Science and Technologies (WeST)

within the scope of MAMEM project. We out-

line the particular challenges of eye-controlled

interaction with multimedia information,

including initial project results. The objective is

to investigate how eye-based interaction tech-

niques can be made precise and fast enough to

not only allow disabled people to interact with

multimedia information but also make usage

sufficiently simple and enticing such that

healthy users might also want to include eye-

based interaction.

Challenges of Eye Input
Eye-tracking systems measure a person’s eye

movements so that the gaze point is established

at any point in time. Different invasive or non-

invasive methods for eye movement measure-

ment have been investigated to improve gaze

data estimation.2 Eye-tracking technology has

evolved, increasing precision and decreasing

cost. However, using an eye gaze as input

remains a challenge, due to the limitation of

the visual angle, calibration errors, the drift,

and inherent eye jitter, as well as the fact that

the gaze positions reported by eye trackers

don’t correspond exactly to where the user is

looking.
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the following four techniques: we smooth gaze

signals to counteract eye jitter, design novel inter-

face elements for eye-controlled interaction, add

implicit intelligence to gaze-centered interfaces,

and integrate additional inputmodalities.

Smoothing Signals
Researchers have pointed out the necessity of

diminishing the effects of eye jitter to improve

the stability of the eye cursor using smoothing.

Oleg �Spakov compared several eye-movement

filters for use in HCI applications.6 The compari-

son was based on the introduced delay, smooth-

ness, and closeness to the idealized data. The

study’s outcome was that algorithms with state

detection (fixation and saccade) and adapted

processing generally performed better than

others. To smooth the data from the eye tracker

in real time, it’s necessary to determine whether

the most recent data point is the beginning of a

saccade, a continuation of the current fixation,

or an outlier relative to the current fixation. The

x and y components of the raw gaze points are

mapped according to two independent, linear

functions.

For smoothing, we can also apply moving

averages—that is, the average location of every

k successive gaze points within a fixation win-

dow, where the fixations and saccades are

treated separately. Manu Kumar and his col-

leagues presented a one-sided triangular filter to

compute the fixation point as a weighted mean

in the current fixation window.7 They also

applied two Kalman filters to process the eye-

gaze data, one for the entire raw gaze data, and

the other for the gaze data within fixation

windows.

In addition to the smoothing effect, we can

generate information about the start and end of

fixations. This can be used to generate high-

level gaze events. The algorithm proposed by

Darius Miniotas and his colleagues, the grab-

and-hold algorithm,5 had the same effect as if the

gazewere held on the desired target during peri-

ods of fixation, thus effectively reducing the

probability of restarting the selection timer

before the end of the dwell time.

Designing Interactive Interface
Elements
Interfaces generally use their architecture to

acclimatize to the type of input device used for

operating the computer. The look and feel of

the interface depends on the device selected for

primary input. For example, when a mouse or

keyboard is the primary input device, the inter-

face-controllable elements, such as buttons,

icons, menus, scrollbars, lists, and dialog boxes,

will appear as they do in a conventional inter-

face. However, when a different physical input

device, such as an eye tracker, is the primary

source, the look and feel of these elements must

change to accommodate eye input.

Facilitating Accuracy

As noted, the gaze position acquired from eye-

tracking devices doesn’t exactly correspond to

where the user is looking. This problem can be

addressed with interface adaptations—such as

enlarging targets when the eye-gaze interaction

involves acquiring small targets. Moreover,

when the user looks at the screen, the area

around the gaze point can be linearlymagnified

and redisplayed in a zoom window.8 A magni-

fied view helps map gaze points to a desired tar-

get, so the desired actions can be easily and

correctly performed. Distorting the gaze area

around the desired target can also help systems

better understand the user’s gaze.

Another way tomagnify a target is to tempo-

rarily expand the target itself rather than to

zoom in on the area around it. When the user’s

gaze falls within the vicinity of the desired tar-

get, the target size could increase to include the

gaze point into the enlarged target.

Visual Feedback

Another significant element of eye-controlled

interfaces is providing feedback to users with

respect to their gaze activity.9 Most errors are

induced by the lack of adequate feedback from

the screen, because the slightest discrepancy

between a user’s eye movements and what he

or she sees, feels, or hears can disrupt the

Another significant

element of

eye-controlled interfaces

is providing feedback to

users with respect to

their gaze activity.
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experience. Designers thus must repurpose the

feedback mechanisms for sensory information

from eyes.

Using adequate visual graphics and anima-

tion as feedback could help users discriminate

between inspections and activations and could

reduce errors in interactive operations—for

example, buttons get activated when the gaze

hits them, and they shrink after activation to

trigger the button. A colored overlay increasing

in size would work as a visual representation of

the remaining time until the trigger. Further-

more, the visual feedback shouldn’t be unani-

mous for all kind of operations—that is, a scroll

button should have a specific visual feedback

indicating the page lengths that have been

scrolled.

Figure 2 shows some examples of these ele-

ments. The top row in Figure 2a signifies a click

emulation through eye-gaze interaction, where

the animated highlighting over the icon shows

the gaze duration, and the click is activated like

a switch button. The bottom row indicates a

sensor-like button, relevant for progressive ele-

ments like scrolling. Figure 2b shows the stages

of eye typing, with the magnifying effect of

character selection combined with the visual

feedback of the user’s gaze.

The discussed accuracy and interactive ele-

ments become essential to develop applications

that use the eye as a direct control for interac-

tion with multimedia information. In that

regard, we have employed these heuristics in

variousmultimedia interaction environments.

Figure 3 shows an example of gaze-adapted

browsing (with GazeTheWeb), where the con-

ventional browser interface is customized for

eye gestures. The custom layout on the left and

right indicates the enlarged graphical elements

to select various browsing operations and visual

feedback for interacting with these elements.

The major central region is the Web view con-

taining the content of the webpages. The left

layout contains browser-centric functionality,

such as opening new tabs, going backward and

forward, and changing various browser settings.

The right layout is for interacting with the web-

page. The user can view, scroll, and navigate

through the image and text content though

gaze direction. To rapidly scroll up and down,

dedicated buttons are used that act like sensors,

where the visual saturation increases when the

user looks at the buttons.

Clicking on images and text hyperlinks and

navigating to different pages is an essential

component of a user’s Web-browsing behavior.

For such navigational task, links might be very

close to each other. Consequently, we applied

the strategy of dynamically magnifying the

observed screen portion when the user is look-

ing at an intended hyperlink, so the link can be

accurately selected within the enlarged page

region. Similarly, Figure 4 shows the gaze-

adapted Twitter application interface, where

the user can perform all essential operations

(such as tweeting, searching, following, or dis-

covering) interactively via direct control

through the eyes.

Figure 5 shows the example of an eye-con-

trolled interface for the game “Schau genau!”

where gaze is used to control a butterfly. The

player collects flowers and classifies photographs

of flowers to earn points (see Figure 5a).10 In this

immersive game environment, several interac-

tion elements were included with respect to the

button size, shape, visual feedback, and so on.

For example, Figure 5b shows the game screen

space for the player inserting his name for his

high score. The user can scroll horizontally

through letters of the alphabet. The fixated let-

ter enlarges until a dwell time is over and the let-

ter is selected. If the player fixates another letter

in the meantime, the old one is scaled back

down. On the bottom of the game screen, the

(a)

(b)

Figure 2. States of activation for interactive

elements of eye-controlled interfaces: (a) visual

feedback and (b) visual feedback with

magnification on the right side of the screen.
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the following four techniques: we smooth gaze

signals to counteract eye jitter, design novel inter-

face elements for eye-controlled interaction, add

implicit intelligence to gaze-centered interfaces,

and integrate additional inputmodalities.

Smoothing Signals
Researchers have pointed out the necessity of

diminishing the effects of eye jitter to improve

the stability of the eye cursor using smoothing.

Oleg �Spakov compared several eye-movement

filters for use in HCI applications.6 The compari-

son was based on the introduced delay, smooth-

ness, and closeness to the idealized data. The

study’s outcome was that algorithms with state

detection (fixation and saccade) and adapted

processing generally performed better than

others. To smooth the data from the eye tracker

in real time, it’s necessary to determine whether

the most recent data point is the beginning of a

saccade, a continuation of the current fixation,

or an outlier relative to the current fixation. The

x and y components of the raw gaze points are

mapped according to two independent, linear

functions.

For smoothing, we can also apply moving

averages—that is, the average location of every

k successive gaze points within a fixation win-

dow, where the fixations and saccades are

treated separately. Manu Kumar and his col-

leagues presented a one-sided triangular filter to

compute the fixation point as a weighted mean

in the current fixation window.7 They also

applied two Kalman filters to process the eye-

gaze data, one for the entire raw gaze data, and

the other for the gaze data within fixation

windows.

In addition to the smoothing effect, we can

generate information about the start and end of

fixations. This can be used to generate high-

level gaze events. The algorithm proposed by

Darius Miniotas and his colleagues, the grab-

and-hold algorithm,5 had the same effect as if the

gazewere held on the desired target during peri-

ods of fixation, thus effectively reducing the

probability of restarting the selection timer

before the end of the dwell time.

Designing Interactive Interface
Elements
Interfaces generally use their architecture to

acclimatize to the type of input device used for

operating the computer. The look and feel of

the interface depends on the device selected for

primary input. For example, when a mouse or

keyboard is the primary input device, the inter-

face-controllable elements, such as buttons,

icons, menus, scrollbars, lists, and dialog boxes,

will appear as they do in a conventional inter-

face. However, when a different physical input

device, such as an eye tracker, is the primary

source, the look and feel of these elements must

change to accommodate eye input.

Facilitating Accuracy

As noted, the gaze position acquired from eye-

tracking devices doesn’t exactly correspond to

where the user is looking. This problem can be

addressed with interface adaptations—such as

enlarging targets when the eye-gaze interaction

involves acquiring small targets. Moreover,

when the user looks at the screen, the area

around the gaze point can be linearlymagnified

and redisplayed in a zoom window.8 A magni-

fied view helps map gaze points to a desired tar-

get, so the desired actions can be easily and

correctly performed. Distorting the gaze area

around the desired target can also help systems

better understand the user’s gaze.

Another way tomagnify a target is to tempo-

rarily expand the target itself rather than to

zoom in on the area around it. When the user’s

gaze falls within the vicinity of the desired tar-

get, the target size could increase to include the

gaze point into the enlarged target.

Visual Feedback

Another significant element of eye-controlled

interfaces is providing feedback to users with

respect to their gaze activity.9 Most errors are

induced by the lack of adequate feedback from

the screen, because the slightest discrepancy

between a user’s eye movements and what he

or she sees, feels, or hears can disrupt the

Another significant

element of

eye-controlled interfaces

is providing feedback to

users with respect to

their gaze activity.
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player can either confirm the input or delete the

latest written letter using individual selection

buttons.

The interfaces in Figures 3–5 were well

received by users (see the video demonstrations

of the applications at https://west.uni-koblenz.

de/en/research/mamem). The Schau genau!

game was installed in a horticultural garden

show in Landau (http://lgs-landau.de) in a

stand-alone arcade cabinet. The game was

played more than 2,900 times during the exhi-

bition—a clear indication of its popularity and

the acceptability of its adopted interaction ele-

ments. The Twitter interface shown in Figure 4

was highly appreciated by users in a lab study

with 13 participants. The eye-controlled inter-

face was compared against the conventional

method of emulating a “mouse with eyes”

(OptiKey; https://github.com/OptiKey/Opti-

Key/wiki), and it significantly outperformed

the eye-mouse emulation in the metrics of sys-

tem usability andmental workload.

Inspired by the success of these design and

interaction elements, we proposed an eyeGUI

library to design and develop GUIs suitable for

eye-based input control. The eyeGUI library

enables the manipulation and rendering of user

interfaces for eye-tracking input.11 A variety of

elements, such as buttons, images, and text,

can be used from the library to build a proper

interface. All elements in eyeGUI are designed

especially for eye tracking in terms of their size,

appearance, and user interaction—for example,

buttons get activated when the gaze hits them,

and they shrink after activation to trigger the

button. The eyeGUI library was developed in

Cþþ 11 and is based onOpenGL. You can use it

to build user interfaces for eye tracking by add-

ing XML files as layouts and manipulating ele-

ments within these layouts via “listeners.” The

listeners can be accessed in the application

environment to give every interface element its

own functionality.

Adding Implicit Intelligence
Predicting a user’s intent via implicit gaze sig-

nals can help enhance control functionality.

Here, we describe how implicit observations

might help with three example activities—

scrolling, image search, and editing.

Scrolling

The act of scrolling is strongly coupled with the

user’s ability to engage with information via the

visual channel. Therefore, the use of implicit eye-

gaze information is a natural choice for enhanc-

ingmultimedia content scrolling techniques.

For scrolling and reading, we propose using

natural eye movements to control the motion

of the windows for the user. In the GazeTheWeb

interface, the user must explicitly activate auto-

matic scrolling, turning it on and off by press-

ing a button using direct gaze control (see the

right side of Figure 2a). In the auto scroll mode,

the user has a smoother and more natural

reading experience, because the scrolling is sup-

ported via implicit observation of user’s gaze

coordinates. The scroll direction is determined

by noting the quadrant where the user is

Figure 3. Eye-controlledWeb browsing. Here, the user is exploring a collection

of images.

Figure 4. Eye-controlled social media browsing. Here, the user can select and

interact with tweets.
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currently looking, outside a central neutral

region. The scroll speed is proportional to the

distance from the center of the screen.

Searching Images

Another focus of our work is to employ implicit

gaze pattern for an improved search experi-

ence—that is, to make the GazeTheWeb inter-

face more fluent and natural by collecting the

feedback implicitly while users are involved in

gaze-based browsing. Essentially, the user

implicitly requests better images by zooming in,

and this feedback is inferred from gaze data

while the user looks at the images. This could

significantly reduce the user’s effort for explicitly

refining search results.4

There have been some preliminary studies

related to the use of implicit gaze information

in image retrieval.12 However, GazeTheWeb

provides a more natural scenario of gathering

implicit feedback to enhance the results while

users are actively engaged in gaze-driven

searching and browsing. For example, Figure 6a

shows an image search scenario in which the

user is browsing through results after searching

for “plants.” The user zooms in on the pictures

for an enlarged view, providing implicit feed-

back on the region of interest. Based on the fix-

ations and user attention, the system goal is to

present refined results to support the user’s

interest (the desert plants shown in Figure 6b).

Editing

Gaze-based browsing not only offers a frame-

work for eye-controlled access but also recog-

nizes relevant signals regarding the user’s

region of interest. We plan to use such fixation

data to enhance multimedia interaction—for

example, to identify important content and

use it for multimedia editing (such as image

cropping). With the GazeTheWeb interface,

users simply look at images while browsing,

and we can use the gaze patterns to identify the

important image content and automatically

generate crops of any size or aspect ratio. The

goal is to create appealing crops without

explicit interaction. Furthermore, precise iden-

tification of relevant image content without

explicit interaction is a vital feature. It lets us

analyze and quantify the viewing behavior of

images and how users select the region of inter-

est for image editing. It also lets us analyze

other useful functionalities, such as the auto-

matic creation of snapshots or of thumbnails

for adaptiveWeb documents.

In this context, we have already conducted

experiments and employed human fixation pat-

terns to identify the most salient region of

images, because defining a good crop requires a

model that explicitly represents important

image content. Our analysis of the Schau genau!

game data implies that human fixations are

very particular in identifying important image

content. Figure 7 shows a sample image from

the game data. The image on the far right is the

visual saliency generated using eye fixations of

players, which is more accurate compared to

automatic saliency detection algorithms such as

GBVS, Itti-Koch, and Signature saliency,13 often

used to generate automated crops of the

picture.

Implicit gaze feedback is also relevant in per-

sonalizing the user experience—especially

(a)

(b)

Figure 5. Eye-controlled gaming. The player (a) moves an animated object to

select targets and (b) inserts a nickname for achieving a high score.
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player can either confirm the input or delete the

latest written letter using individual selection

buttons.

The interfaces in Figures 3–5 were well

received by users (see the video demonstrations

of the applications at https://west.uni-koblenz.

de/en/research/mamem). The Schau genau!

game was installed in a horticultural garden

show in Landau (http://lgs-landau.de) in a

stand-alone arcade cabinet. The game was

played more than 2,900 times during the exhi-

bition—a clear indication of its popularity and

the acceptability of its adopted interaction ele-

ments. The Twitter interface shown in Figure 4

was highly appreciated by users in a lab study

with 13 participants. The eye-controlled inter-

face was compared against the conventional

method of emulating a “mouse with eyes”

(OptiKey; https://github.com/OptiKey/Opti-

Key/wiki), and it significantly outperformed

the eye-mouse emulation in the metrics of sys-

tem usability andmental workload.

Inspired by the success of these design and

interaction elements, we proposed an eyeGUI

library to design and develop GUIs suitable for

eye-based input control. The eyeGUI library

enables the manipulation and rendering of user

interfaces for eye-tracking input.11 A variety of

elements, such as buttons, images, and text,

can be used from the library to build a proper

interface. All elements in eyeGUI are designed

especially for eye tracking in terms of their size,

appearance, and user interaction—for example,

buttons get activated when the gaze hits them,

and they shrink after activation to trigger the

button. The eyeGUI library was developed in

Cþþ 11 and is based onOpenGL. You can use it

to build user interfaces for eye tracking by add-

ing XML files as layouts and manipulating ele-

ments within these layouts via “listeners.” The

listeners can be accessed in the application

environment to give every interface element its

own functionality.

Adding Implicit Intelligence
Predicting a user’s intent via implicit gaze sig-

nals can help enhance control functionality.

Here, we describe how implicit observations

might help with three example activities—

scrolling, image search, and editing.

Scrolling

The act of scrolling is strongly coupled with the

user’s ability to engage with information via the

visual channel. Therefore, the use of implicit eye-

gaze information is a natural choice for enhanc-

ingmultimedia content scrolling techniques.

For scrolling and reading, we propose using

natural eye movements to control the motion

of the windows for the user. In the GazeTheWeb

interface, the user must explicitly activate auto-

matic scrolling, turning it on and off by press-

ing a button using direct gaze control (see the

right side of Figure 2a). In the auto scroll mode,

the user has a smoother and more natural

reading experience, because the scrolling is sup-

ported via implicit observation of user’s gaze

coordinates. The scroll direction is determined

by noting the quadrant where the user is

Figure 3. Eye-controlledWeb browsing. Here, the user is exploring a collection

of images.

Figure 4. Eye-controlled social media browsing. Here, the user can select and

interact with tweets.
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given that the sensory input performance

largely depends on the individual’s ability to

process the cognitive information (for example,

some users might be able to easily select the tar-

get with smaller dwell times compared to the

time needed by others).

Integrating Additional Modalities
To overcome with the Midas-Touch problem,

researchers in the HCI field have proposed dif-

ferent multimodal systems integrated with eye-

gaze input. One kind of multimodal system

combines the user’s gaze with a hardware but-

ton—such as the MAGIC technique for point-

ing tasks.2 This technique first warps the cursor

to the vicinity of the target when the user stares

at and wants to select it. Then the user can use a

manual-pointing device to confirm the selec-

tion. Currently, we offer a similar functionality

in GazeTheWeb by integrating the keyboard

with gaze input. The user can look at the

desired target in the screen and press a prede-

fined hotkey (the Enter key) for the desired

action. Another kind of multimodal system

fuses the gaze and speech.7

For people with motor disabilities who can’t

use an external physical input device, integrat-

ing other psycho-physiological signals seems

more appropriate. Furthermore, eye signals

attentively reflect brain activities—that is, where

users are looking indicates what they’re process-

ing in theirminds, and how long they’re looking

at something indicates how much processing

effort is needed (one example is the eye-mind

hypothesis14). In this regard, electroencephalo-

gram data from Brain Computer Interface (BCI)

devices provide insight into how the brainworks

and helps us understand stress and other neural

artifacts that can be incorporated to enhance

gaze-based interaction.

Brain signals from alpha and beta frequency

bands, together with eye-tracking signals, could

provide more control in a multimedia interac-

tion environment. With our MAMEM partners,

we’re currently investigating several fusion

techniques to enhance the performance of eye-

controlled interfaces via BCI and biosensors.

We’re examining the sensorimotor rhythms

(SMRs) to understand signals that indicate state

changes while the user navigates on the Gaze-

TheWeb browser for a reading (inspection) or

selection task. This “switching” task or state

change task is being tested with SMRs in con-

junction with signals from the eye-tracking sys-

tem to eradicate or reduce the Midas-Touch

problem. Moreover, SMRs could support com-

plex multimedia interaction tasks like image

editing (rotating images with motor imagery

actions).

(a)

(b)

Figure 6. Gathering implicit feedback to enhance search results: After

searching for plant images, the user (a) interacts with the results and zooms

in on a desert plant. Based on this implicit observation of the user’s gaze, the

GazeTheWeb system (b) would re-rank the results and present desert plants.

Original image GBVS overlay
Itti-Koch
overlay

Signature sal.
overlay Gaze overlay

Figure 7. Cropping: Saliency patterns of image using automated algorithms

and human gaze pattern: the (a) original image and images with (b) the

GBVS, (c) Itti-Koch, and (d) Signature saliency overlays and with the (e) gaze

overlay.
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Furthermore, we examine error related

potential (ErrP), which offers a natural way to

detect errors for automatic error correction

(AEC) with the EEG sensor. ErrPs have been

used for AEC in BCIs (such as to correct mis-

spellings in P300 or cVEP-based spellers15) but

not in combination with eye-controlled interfa-

ces. At first, our focus will be to correct misspell-

ings, which will be activated when an ErrP

signal is detected. In the future, we’ll use ErrP

on the more complex error scenarios of multi-

media interaction. MM
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given that the sensory input performance

largely depends on the individual’s ability to

process the cognitive information (for example,

some users might be able to easily select the tar-

get with smaller dwell times compared to the

time needed by others).

Integrating Additional Modalities
To overcome with the Midas-Touch problem,

researchers in the HCI field have proposed dif-

ferent multimodal systems integrated with eye-

gaze input. One kind of multimodal system

combines the user’s gaze with a hardware but-

ton—such as the MAGIC technique for point-

ing tasks.2 This technique first warps the cursor

to the vicinity of the target when the user stares

at and wants to select it. Then the user can use a

manual-pointing device to confirm the selec-

tion. Currently, we offer a similar functionality

in GazeTheWeb by integrating the keyboard

with gaze input. The user can look at the

desired target in the screen and press a prede-

fined hotkey (the Enter key) for the desired

action. Another kind of multimodal system

fuses the gaze and speech.7

For people with motor disabilities who can’t

use an external physical input device, integrat-

ing other psycho-physiological signals seems

more appropriate. Furthermore, eye signals

attentively reflect brain activities—that is, where

users are looking indicates what they’re process-

ing in theirminds, and how long they’re looking

at something indicates how much processing

effort is needed (one example is the eye-mind

hypothesis14). In this regard, electroencephalo-

gram data from Brain Computer Interface (BCI)

devices provide insight into how the brainworks

and helps us understand stress and other neural

artifacts that can be incorporated to enhance

gaze-based interaction.

Brain signals from alpha and beta frequency

bands, together with eye-tracking signals, could

provide more control in a multimedia interac-

tion environment. With our MAMEM partners,

we’re currently investigating several fusion

techniques to enhance the performance of eye-

controlled interfaces via BCI and biosensors.

We’re examining the sensorimotor rhythms

(SMRs) to understand signals that indicate state

changes while the user navigates on the Gaze-

TheWeb browser for a reading (inspection) or

selection task. This “switching” task or state

change task is being tested with SMRs in con-

junction with signals from the eye-tracking sys-

tem to eradicate or reduce the Midas-Touch

problem. Moreover, SMRs could support com-

plex multimedia interaction tasks like image

editing (rotating images with motor imagery

actions).

(a)

(b)

Figure 6. Gathering implicit feedback to enhance search results: After

searching for plant images, the user (a) interacts with the results and zooms

in on a desert plant. Based on this implicit observation of the user’s gaze, the

GazeTheWeb system (b) would re-rank the results and present desert plants.

Original image GBVS overlay
Itti-Koch
overlay

Signature sal.
overlay Gaze overlay

Figure 7. Cropping: Saliency patterns of image using automated algorithms

and human gaze pattern: the (a) original image and images with (b) the

GBVS, (c) Itti-Koch, and (d) Signature saliency overlays and with the (e) gaze

overlay.

Research Projects
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Big Data Bites
Editor: Jimmy Lin, jimmylin@uwaterloo.ca

T he future of Big Data is … JavaScript? No, 
seriously, hear us out.

JavaScript has already made significant 
inroads as an integrated technology stack for build-
ing user-facing applications, both on the front end 
(JavaScript running in the browser) and the back end 
(JavaScript running in Node.js). In this article, we 
explore the idea of using JavaScript in Big Data plat-
forms, both on the front end (for example, how data 
scientists interact with analytical tools) and on the 
back end (such as distributed execution infrastruc-
ture). Could the future be … JavaScript everywhere?

Given the anticipated wince-inducing reac-
tion to this question from any sane developer, 
let’s get this out of the way first:

JavaScript is a terrible language.

JavaScript is terrible in so many ways. Instead 
of recounting them all, we’ll just refer to “WAT,” 
Gary Bernhardt’s incredibly funny talk.1 Never-
theless, we should cut Brendan Eich (the creator 
of JavaScript) some slack, considering that he 
developed the language in 10 days. We’re sure 
neither he nor anyone else expected JavaScript 
to become so successful and ubiquitous. Any-
where there’s a browser, there’s (almost always)  
JavaScript. Your connected refrigerator or toaster in 
the near future? It might have a browser for its user 
interface, which means it’ll likely run JavaScript.

But we’re getting ahead of ourselves. Let’s 
start with a quick recap of computing history to 
see how we got here.

A Brief History
In the mid-1990s, Sun Microsystems (gobbled up 
by Oracle in 2010) came up with a brilliant slo-
gan, “write once, run anywhere,” to describe the 
promises of Java in offering seamless cross-plat-
form development. In the early days of the Web, 
one of the main selling points of Java was its 
ability to run inside the browser via applets — so 
you can push server-side code over to the client 
with minimal hassle. It sounded like a great idea, 
except that it didn’t actually work. Java applets 
were clunky, slow, and insecure. Eventually, the 
world relegated them to the dustbin of computing 
history — at best a historical curiosity today.

In the end, of course, Java did just fine. Although 
today hipster languages such as Scala and Clojure 
jockey for attention, the broader ecosystem of the 
Java Virtual Machine (JVM) is well-entrenched on 
the server. Thanks to Hadoop, Spark, Flink, and 
other Big Data platforms, the JVM has become the 
de facto execution environment for Big Data appli-
cations. On the client side, Java runs on more than 
a billion devices around the world via Android. 
Even though it didn’t deliver on the “write once, 
run anywhere” promise, by any standard Java is a 
smashing success.

Despite the similarity in names, which was 
largely a marketing ploy, JavaScript is entirely unre-
lated to Java (except that both share C-like syntax). It 
was originally designed as a lightweight in-browser 
interpreted language for non-professional program-
mers, but over the years JavaScript has become the 
dominant language for Web development, practically 
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unchallenged in its hegemony. In fact, 
front-end development today is synony-
mous with HTML, CSS, and JavaScript. 
In the beginning, JavaScript was lim-
ited to those dumb “see, I can compute 
factorial in the browser” and “oh look, 
I can change the background color of 
the page with a button click” scripts. 
Today, Web apps written in JavaScript 
offer user experiences rivaling that of 
native desktop apps. For example, Gmail 
is comprised of more than 400,000 lines 
of JavaScript (as of 2010).2

On the client side, JavaScript comes 
much closer to delivering the promise 
of “write once, run anywhere” than 
Java ever did — evidenced by the fact 
that JavaScript-rich Web apps “just 
work” nearly all the time. They work 
on Intel chips. They work on ARM 
chips. They work on Windows, Linux, 
Mac, and other operating systems. They 
work on Firefox, Chrome, Safari, and 
other browsers. They work on desktops, 
laptops, tablets, and mobile phones. 
Sure, cross-platform Web development 
remains a herculean effort with endless 
shims and special handling of weird 
incompatibilities; but for the average 
end user, the experience is fairly seam-
less. That’s a pretty remarkable feat.

The JavaScript Server 
Incursion
And so for a while, we lived in a sta-
ble bipolar world. JavaScript reigned 
in the browser on the client side, and 
Java held a dominant position on the 
server (although with competition 
from PHP, Rails, Python, and other 
stacks). REST APIs served as platform- 
and language-agnostic connections 
between front ends and back ends. All 
was well.

Then, some developers had to upset 
this balance by exploring the question, 
“What if we started running JavaScript  
on the server also?” Server-side Java-
Script is an idea that dates back to 
1995, soon after JavaScript appeared 
in the browser, but no one took it seri-
ously until the mid-2000s. Developers 
started exploring the idea for a vari-

ety of reasons: One of the most com-
pelling is the reduction of impedance 
mismatch between front- and back-
end development, particularly for 
building rich, interactive Web apps. 
Some of the challenges were technical 
— the friction that comes from switch-
ing between different languages and 
environments when the end goal is to 
deliver a seamless user experience,3 
but some were organizational — writ-
ing everything in JavaScript breaks 
down team structures that segmented 
developers into front- and back-end 
teams, with all the associated commu-
nications barriers of silos.4

All of this became practical with the 
advent of high-performance JavaScript  
engines, most notably Google’s open 
source V8 (https://developers.google. 
com/v8/). Everything came together 
with Node.js, the popular open source 
runtime environment for server-side 
JavaScript.

There have been a number of high-
profile success stories of Node.js. In 
2012, LinkedIn mobile moved from 
running Ruby on Rails on the back 
end to Node.js and was able to replace 
30 servers with just three to serve the 
same traffic.5 Netflix, PayPal, Uber, 
and many others are all big users of 
Node.js. Development with Node.js 
meshes well with the “microservices” 
architecture in vogue today, and the 
advent of Docker (www.docker.com) 
simplifies many aspects of deploy-
ment. All of these technologies fit 
together nicely to offer an inte-
grated stack for building user-facing 
applications.

Before moving on, there’s another 
historical footnote worth mention-
ing. Beyond applets, there has been 
another concerted attempt at pushing 

Java onto the client. Google Web 
Toolkit (GWT; www.gwtproject.org), 
initially released in 2006, is a frame-
work that lets users develop Web apps 
all in Java. It powered the ill-fated 
Google Wave, if anyone remembers 
that. GWT is, for all intents and pur-
poses, dead. Somewhat ironically, GWT  
cross-compiles Java into JavaScript 
that’s deployed on the front end, so 
this attempted incursion by Java into  
the browser is perhaps best described  
as a Trojan Horse.

JavaScript and Big Data
So far, we’ve (hopefully) established 
that for user-facing applications, 
adopting a pure JavaScript stack 
(both on the front end and back end) 
is a fairly compelling choice. Let’s 
now examine the radical proposi-
tion of this article — that there are 
similarly compelling reasons to 
adopt JavaScript for Big Data appli-
cations, both on the front end and 
back end. In contrast to user-facing 
applications, Big Data applications 
are internal-facing, used mostly by 
an organization’s data scientists 
(and maybe higher-level pointy-hair 
types via dashboards). To be clear: by 
“front end,” we mean the tools that  
data scientists use to access analytical  
capabilities over large datasets, and 
by “back end,” we mean the distributed 
processing infrastructure (for example, 
Hadoop and Spark) that provides those 
capabilities.

What’s the front end for data sci-
entists? Traditionally, it’s just been a  
shell — in the old days, this might have  
been Pig’s “Grunt” shell or the Hive 
shell; but more recently, it’s likely 
to be the Spark shell. Good old com-
mand-line interfaces!

Big Data Bites

“big Data bites” is a regular department in IEEE Internet Computing that aims to 
deliver thought-provoking and potentially controversial ideas about all aspects of big 
Data. Interested in contributing? Drop me a line!

—Jimmy Lin
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JavaScript has already made significant 
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ing user-facing applications, both on the front end 
(JavaScript running in the browser) and the back end 
(JavaScript running in Node.js). In this article, we 
explore the idea of using JavaScript in Big Data plat-
forms, both on the front end (for example, how data 
scientists interact with analytical tools) and on the 
back end (such as distributed execution infrastruc-
ture). Could the future be … JavaScript everywhere?

Given the anticipated wince-inducing reac-
tion to this question from any sane developer, 
let’s get this out of the way first:

JavaScript is a terrible language.

JavaScript is terrible in so many ways. Instead 
of recounting them all, we’ll just refer to “WAT,” 
Gary Bernhardt’s incredibly funny talk.1 Never-
theless, we should cut Brendan Eich (the creator 
of JavaScript) some slack, considering that he 
developed the language in 10 days. We’re sure 
neither he nor anyone else expected JavaScript 
to become so successful and ubiquitous. Any-
where there’s a browser, there’s (almost always)  
JavaScript. Your connected refrigerator or toaster in 
the near future? It might have a browser for its user 
interface, which means it’ll likely run JavaScript.

But we’re getting ahead of ourselves. Let’s 
start with a quick recap of computing history to 
see how we got here.

A Brief History
In the mid-1990s, Sun Microsystems (gobbled up 
by Oracle in 2010) came up with a brilliant slo-
gan, “write once, run anywhere,” to describe the 
promises of Java in offering seamless cross-plat-
form development. In the early days of the Web, 
one of the main selling points of Java was its 
ability to run inside the browser via applets — so 
you can push server-side code over to the client 
with minimal hassle. It sounded like a great idea, 
except that it didn’t actually work. Java applets 
were clunky, slow, and insecure. Eventually, the 
world relegated them to the dustbin of computing 
history — at best a historical curiosity today.

In the end, of course, Java did just fine. Although 
today hipster languages such as Scala and Clojure 
jockey for attention, the broader ecosystem of the 
Java Virtual Machine (JVM) is well-entrenched on 
the server. Thanks to Hadoop, Spark, Flink, and 
other Big Data platforms, the JVM has become the 
de facto execution environment for Big Data appli-
cations. On the client side, Java runs on more than 
a billion devices around the world via Android. 
Even though it didn’t deliver on the “write once, 
run anywhere” promise, by any standard Java is a 
smashing success.

Despite the similarity in names, which was 
largely a marketing ploy, JavaScript is entirely unre-
lated to Java (except that both share C-like syntax). It 
was originally designed as a lightweight in-browser 
interpreted language for non-professional program-
mers, but over the years JavaScript has become the 
dominant language for Web development, practically 
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However, changes are brewing. 
Browser-based notebooks (such as 
Jupyter; http://jupyter.org) have gained 
tremendous popularity with data sci-
entists in recent years, for a variety of 
reasons: The tight integration of code 
and execution output elevates the 
analytical process and its products to 
first-class citizens, because the note-
book itself can be serialized, reloaded, 
and shared. The ability to manipu-
late, rearrange, and insert snippets of 
code (in “cells”) lines up well with the 
iterative nature of data science and a 
wide range of analytics tasks. With the 
seamless integration of browser-based 
notebooks and scalable data analytics 
platforms, code written in a browser-
based notebook can be executed on a 
cluster and the results can be further 
manipulated in the notebook. The com-
mercial Databricks platform represents 
a big bet that browser-based Big Data 
analytics will be the way of the future.

This means that the browser may 
become the shell. And remember, 
JavaScript reigns in the browser.

Furthermore, the end product of 
data science is often a visualization 
to tell a story. In many cases, these 
visualizations are interactive, giv-
ing the data scientist (and her col-
leagues, managers, clients, and so on) 
a chance to twiddle knobs and drag 
sliders in exploring the data. In other 
words, the “output” of data science is 
actually a custom-built Web app that 
encapsulates the analytical results! 
The preferred visualization tool these 
days is D3.js (https://d3js.org). Guess 
what — that’s JavaScript, too. In other 
words, ultimately Big Data is user-
facing also — with just a different set 
of users.

Currently, we have a “canonical” 
Big Data analytics pipeline that looks 
something like this: Spark clusters 
running in the datacenter (the back 
end) talking to a Spark client (either 
Scala, Python, or R) that might be 
running in a browser (notebooks), 
connected somehow to a Web app (an 
interactive D3.js visualization) that’s 

the final analytical product. The con-
nection between Spark clusters and 
Scala/Python/R is fairly well devel-
oped, but interfacing with D3.js today 
is likely accomplished via JavaScript 
Object Notation (JSON) or comma-
separated value (CSV) dumps, which 
is clumsy. Why not cut out the mid-
dleman and just use JavaScript?

Let’s try to refine this argument 
by examining the modern data sci-
ence workflow in more detail, leaving 
aside the final visualization step for 
now. It’s well known that the work of 
data scientists, particularly in cases of 
exploratory tasks, is highly iterative, 
where they “poke” at the data from 
many different angles. Frequently, 
these tasks focus on a small subset of 
the data — for example, the data ware-
house stores six months of log data, 
but the data scientist is only interested 
in data from the last week. Here are 
some ways she can go about accom-
plishing her task:

1. She repeatedly queries the entire 
dataset, but filters for the subset 
of interest. Achieving low query 
latency is entirely dependent on the  
analytical engine properly optimizing  
away unneeded work, which is 
dependent on the data’s physical 
storage (how it’s partitioned, com-
pressed, and so forth).

2. She materializes the data of inter-
est. In an analytical database, this 
typically involves selecting into 
a temporary table or creating a 
materialized view; in Spark, this 
typically involves writing inter-
mediate results onto the Hadoop 
Distributed File System (HDFS). 
Subsequent queries would then be 
posed against this smaller dataset.

3. She materializes the data of interest 
and then copies the data locally (to 
her laptop, for example) for further 
manipulation. This might involve 
running Spark locally or dumping 
data into a local relational data-
base and then issuing additional 
queries.

There are issues with all three 
approaches. In the first, the analytics 
engine might not be smart enough to 
efficiently optimize the query, or there 
might be inherent limits to query exe-
cution speed. As a simple example, if 
the dataset is hash-partitioned, pulling 
recent records might still involve dis-
tributed scans with large fan-outs. After 
standard optimizations such as colum-
nar layouts and predicate pushdowns, 
network latency and coordination over-
head start becoming the bottlenecks.

In the second and third scenarios,  
queries over the materialized data might  
no longer run efficiently because the 
startup cost of the analytics engine 
(such as Spark) dominates the actual 
processing time. For some datasets, 
it might be easier to wrangle on the 
command line using sed, awk, and 
so on. By definition, efficient queries 
over small datasets isn’t a scenario for 
which Big Data processing platforms 
optimize.

In the second scenario, materializ-
ing temporary data creates a different 
set of challenges. In analytical data-
bases, creating materialized views 
might require elevated privileges (not 
granted to everyone), and the ability 
to create temporary tables presents 
a different set of data management 
headaches. For example, who (data 
scientists themselves?) or what (auto-
mated processes?) “cleans up” 51 
tables named variants of tmp or test? 
The same goes for Spark: go look in 
your HDFS home directory right now 
and count up all the directories named 
test1, tmp42, and so forth. Now try 
to remember how those intermediate 
results were generated.

The third scenario has the down-
side of an awkward workflow. For 
a relational database, this involves 
the data scientist copying data over 
to her laptop and ingesting the data 
locally before additional queries can 
be run. Furthermore, this approach 
essentially requires maintaining two 
separate analytics stacks (one on the 
client and one on the server). Say, 
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she was playing with a new unsta-
ble branch of Spark on her laptop to 
test out a new feature (which hasn’t 
been rolled out to production yet), 
but in the new branch, the API has 
changed slightly. What about the 
custom machine-learning library that 
her organization deploys on top of 
Spark — is the version running on the 
cluster the same as the one running 
on her laptop?

Now imagine an alternative: What 
if we had something like Spark.js, where 
we could transparently write Spark  
code in JavaScript? Fundamentally, this  
isn’t any different from PySpark, which  
is based on Py4J (www.py4j.org), a bridge  
that enables Python programs running 
in a Python interpreter to dynamically 
access Java objects in a JVM. Simi-
larly, Spark.js could be written with 
the help of Rhino (www.mozilla.org/
rhino), an open source implementa-
tion of JavaScript written entirely in 
Java.

In the current Spark API, “collect” 
and related methods materialize a 
resilient distributed dataset (RDD), the 
results of which are sent over to the 
client. In Spark.js, JVM objects could 
be transparently converted into native 
JavaScript objects, ready for subse-
quent manipulation and seamless inte-
gration with D3.js for visualization. All 
of this would run in the browser (any 
standards-compliant one, on any plat-
form) or alternatively Node.js.

Wait, it gets even better. At this 
point, Node.js already runs your user-
facing applications, right? Remember 
that complex extract, transform, and 
load (ETL) pipeline for pumping log 
data into Kafka (http://kafka.apache.
org) and eventually HDFS? All that 
custom code for data cleaning, schema 
transformation, and so on can now be 
written in JavaScript. Developers  
often write log messages in JSON 
these days, right? Note what the “J” 
in JSON stands for! So, with every-
thing in JavaScript, you can retain 
the convenience of what you were 
already doing for user-facing appli-

cations but gain seamless integration 
with the data collection and analytics 
stack. This is a win from the friction-
reduction perspective and potentially 
the performance perspective as well 
— ETL pipelines in JavaScript might 
reduce the amount of unnecessary 
data transformation, thus decreasing 
latency and increasing throughput. 
Although textual JSON isn’t particu-
larly efficient as a storage format 
(even when compressed), the physical 
layout could be easily optimized using 
Parquet (http://parquet.io), which is 
essentially built around a JSON data 
model — thus reaping the benefits of 
columnar layouts. You can have your 
cake and eat it, too!

One final leap: Note that the 
actual execution of Big Data analytics 
still occurs on Spark, inside the JVM. 
Spark.js merely provides convenient 
JavaScript integration. Why don’t we 
“go all the way” and replace Spark 
completely with a native JavaScript 
analytics engine? We wonder, what 
would a Big Data analytics platform 
written in the style of microservices 
look like? This is perhaps not an out-
rageous idea, because such a platform 
would be the logical endpoint of a 
“JavaScript everywhere” vision.

A Small Step
To examine the feasibility of this 
“JavaScript everywhere” vision, we 
recently implemented a small prototype 
analytical RDBMS called Afterburner 
in JavaScript.6 The entire system runs 
completely inside a browser with no 
external dependencies (or alternatively, 
in Node.js). Afterburner generates com-
piled query plans7,8 that exploit two 
JavaScript features: typed arrays and 
asm.js, which we explain next.

Array objects in JavaScript can 
store elements of any type and aren’t 
arrays in a traditional sense (com-
pared to say, C), because consecutive 
elements might not be contiguous; 
furthermore, the array itself can 
dynamically grow and shrink. This 
flexibility makes the data structure 

accessible for novice programmers  
but limits optimizations that JavaScript  
engines can perform both during 
compilation and at runtime. In the 
evolution of JavaScript, it became 
clear that the language needed more 
efficient methods to quickly manipu-
late binary data: typed arrays are the 
answer.

In conjunction with typed arrays, 
Afterburner takes advantage of asm.
js, a strictly typed subset of JavaScript 
that’s designed to be easily optimizable 
by an execution engine. A key feature 
of asm.js is the use of type hints, which 
essentially introduces a static type sys-
tem while retaining backwards com-
patibility with “vanilla” JavaScript.

Any JavaScript block of code can 
request validation as valid asm.js via 
a special prologue directive, which 
happens when the source code is 
loaded. Validated asm.js code is ame-
nable to ahead-of-time (AOT) compi-
lation, in contrast to just-in-time (JIT)  
compilation with vanilla JavaScript. 
Executable code generated by AOT 
compilers can be quite efficient, 
through the removal of runtime type 
checks, operations on unboxed (that 
is, primitive) types, and the removal 
of garbage collection.

At a high level, Afterburner trans-
lates SQL into the string representa-
tion of an asm.js module (that is, the 
physical query plan), calls eval on 
the code, which triggers AOT com-
pilation and links the module to the 
calling JavaScript client, and finally 
executes the module. The typed array 
storing all the tables (essentially, the 
entire database) is passed into the 
module as a parameter and the results 
are returned by the module.

Before summarizing some prelimi-
nary results, it’s worthwhile to high-
light how far JavaScript has come as 
an efficient execution platform, from 
its much-maligned performance in 
the early days. Today, modern brows-
ers embed powerful JavaScript engines 
capable of running real-time collabo-
ration tools and online multiplayer 
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However, changes are brewing. 
Browser-based notebooks (such as 
Jupyter; http://jupyter.org) have gained 
tremendous popularity with data sci-
entists in recent years, for a variety of 
reasons: The tight integration of code 
and execution output elevates the 
analytical process and its products to 
first-class citizens, because the note-
book itself can be serialized, reloaded, 
and shared. The ability to manipu-
late, rearrange, and insert snippets of 
code (in “cells”) lines up well with the 
iterative nature of data science and a 
wide range of analytics tasks. With the 
seamless integration of browser-based 
notebooks and scalable data analytics 
platforms, code written in a browser-
based notebook can be executed on a 
cluster and the results can be further 
manipulated in the notebook. The com-
mercial Databricks platform represents 
a big bet that browser-based Big Data 
analytics will be the way of the future.

This means that the browser may 
become the shell. And remember, 
JavaScript reigns in the browser.

Furthermore, the end product of 
data science is often a visualization 
to tell a story. In many cases, these 
visualizations are interactive, giv-
ing the data scientist (and her col-
leagues, managers, clients, and so on) 
a chance to twiddle knobs and drag 
sliders in exploring the data. In other 
words, the “output” of data science is 
actually a custom-built Web app that 
encapsulates the analytical results! 
The preferred visualization tool these 
days is D3.js (https://d3js.org). Guess 
what — that’s JavaScript, too. In other 
words, ultimately Big Data is user-
facing also — with just a different set 
of users.

Currently, we have a “canonical” 
Big Data analytics pipeline that looks 
something like this: Spark clusters 
running in the datacenter (the back 
end) talking to a Spark client (either 
Scala, Python, or R) that might be 
running in a browser (notebooks), 
connected somehow to a Web app (an 
interactive D3.js visualization) that’s 

the final analytical product. The con-
nection between Spark clusters and 
Scala/Python/R is fairly well devel-
oped, but interfacing with D3.js today 
is likely accomplished via JavaScript 
Object Notation (JSON) or comma-
separated value (CSV) dumps, which 
is clumsy. Why not cut out the mid-
dleman and just use JavaScript?

Let’s try to refine this argument 
by examining the modern data sci-
ence workflow in more detail, leaving 
aside the final visualization step for 
now. It’s well known that the work of 
data scientists, particularly in cases of 
exploratory tasks, is highly iterative, 
where they “poke” at the data from 
many different angles. Frequently, 
these tasks focus on a small subset of 
the data — for example, the data ware-
house stores six months of log data, 
but the data scientist is only interested 
in data from the last week. Here are 
some ways she can go about accom-
plishing her task:

1. She repeatedly queries the entire 
dataset, but filters for the subset 
of interest. Achieving low query 
latency is entirely dependent on the  
analytical engine properly optimizing  
away unneeded work, which is 
dependent on the data’s physical 
storage (how it’s partitioned, com-
pressed, and so forth).

2. She materializes the data of inter-
est. In an analytical database, this 
typically involves selecting into 
a temporary table or creating a 
materialized view; in Spark, this 
typically involves writing inter-
mediate results onto the Hadoop 
Distributed File System (HDFS). 
Subsequent queries would then be 
posed against this smaller dataset.

3. She materializes the data of interest 
and then copies the data locally (to 
her laptop, for example) for further 
manipulation. This might involve 
running Spark locally or dumping 
data into a local relational data-
base and then issuing additional 
queries.

There are issues with all three 
approaches. In the first, the analytics 
engine might not be smart enough to 
efficiently optimize the query, or there 
might be inherent limits to query exe-
cution speed. As a simple example, if 
the dataset is hash-partitioned, pulling 
recent records might still involve dis-
tributed scans with large fan-outs. After 
standard optimizations such as colum-
nar layouts and predicate pushdowns, 
network latency and coordination over-
head start becoming the bottlenecks.

In the second and third scenarios,  
queries over the materialized data might  
no longer run efficiently because the 
startup cost of the analytics engine 
(such as Spark) dominates the actual 
processing time. For some datasets, 
it might be easier to wrangle on the 
command line using sed, awk, and 
so on. By definition, efficient queries 
over small datasets isn’t a scenario for 
which Big Data processing platforms 
optimize.

In the second scenario, materializ-
ing temporary data creates a different 
set of challenges. In analytical data-
bases, creating materialized views 
might require elevated privileges (not 
granted to everyone), and the ability 
to create temporary tables presents 
a different set of data management 
headaches. For example, who (data 
scientists themselves?) or what (auto-
mated processes?) “cleans up” 51 
tables named variants of tmp or test? 
The same goes for Spark: go look in 
your HDFS home directory right now 
and count up all the directories named 
test1, tmp42, and so forth. Now try 
to remember how those intermediate 
results were generated.

The third scenario has the down-
side of an awkward workflow. For 
a relational database, this involves 
the data scientist copying data over 
to her laptop and ingesting the data 
locally before additional queries can 
be run. Furthermore, this approach 
essentially requires maintaining two 
separate analytics stacks (one on the 
client and one on the server). Say, 
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games. One impressive feat is QuakeJS 
(www.quakejs.com), a port of the classic 
first-person shooter Quake 3, that runs 
completely in the browser. The original  
C code was compiled into asm.js using 
Emscripten (http://emscripten.org), 
which takes LLVM bitcode and emits 
JavaScript as its target output. The 
game runs at a good frame rate and is 
definitely playable. As a rough heuris-
tic, C code compiled to asm.js (which, 
recall, is just JavaScript) using Emscrip-
ten runs at about half the speed of the C 
program running natively (directly on 
Linux, for example). For many applica-
tions, the tradeoff of performance for 
ubiquitous execution inside a browser 
is worthwhile.

We evaluated Afterburner against 
the popular open source analytical 
database MonetDB,9 using data from 
the TPC-H benchmark. At a scaling 
factor of 1 gigabyte, which yields a 
lineitem table with 6 million rows 
and an orders table with 1.5 million 
rows, experiments with a few sim-
ple queries show that our prototype 
achieves comparable performance to 
MonetDB running natively on the 
same machine. See our report for 
additional details.6 Of course, we’re 
quick to qualify that Afterburner is 
a prototype with limited functional-
ity, but our evaluations affirm at least 
the feasibility of in-browser analytics 
using JavaScript.

From Split Execution to the 
Connect Refrigerator
Recall that one of the advantages of 
JavaScript everywhere is eliminating 
the distinction between front- and back-
end code; see, for example, discussion 
by Netflix.3 Returning to our data sci-
entist, she can perform some analytics 
tasks on the cluster, bring intermediate 
data into her browser, and continue 
working without interruption. Front-
end code can be pushed to the back 
end, and back-end code can be brought 
to the front end, all seamlessly.

In such a scenario, the data scientist 
explicitly decides which parts of her 

queries run where — the next logical 
step would be for a query optimizer to 
figure that out for her automatically. In 
fact, researchers have already explored 
this idea in the 1990s;10 in some cases, 
the placement of query operators on 
the client can lead to better perfor-
mance, and obviously, reduces load on 
the back end. JavaScript brings a fresh 
take on this decades-old idea of split-
ting query execution across the client 
and server: one of the challenges with 
this thread of previous work is the 
proper encapsulation of the execution 
context to facilitate operator place-
ment. With JavaScript, this is substan-
tially simplified.

A major selling point of JavaScript  
is its ubiquity: everywhere there’s a  
browser, there’s JavaScript. The browser  
might even be on a phone: we’ve got-
ten Afterburner to run on a mobile 
phone, just to show it’s possible. One 
not-too-unrealistic scenario might be 
to run something like Afterburner on 
a tablet to manipulate data: spread-
sheets already run on tablets today 
— how would this be substantially dif-
ferent? Imagine running a Spark job 
from the browser inside your tablet to 
pull some data from the cluster, get-
ting on an airplane, and continuing 
to explore the data while completely 
offline. Today, you could do this by 
exporting data into a spreadsheet app 
on the tablet, which is just a variant 
of the aforementioned third scenario, 
with all of its awkwardness.

If you’ve accepted our story so far, 
then it’s not a particularly big leap 
to imagine extending the “JavaScript 
everywhere” vision to the Internet 
of Things (IoT) future: for example, 
check out Node-RED (http://nodered.
org). In the not-so-distant future, 
imagine returning to your fully con-
nected house, asking yourself, “Why 
is it so hot on the second floor?” and 
issuing the following query from the 
browser console on your fridge:

SELECT room, temp FROM sensors 
WHERE floor = 2 and time = NOW;

This translates into a distributed 
query plan that gets pushed to all the 
sensors around the house, the results 
of which are then gathered back at the 
fridge and rendered as a heatmap —  
all in JavaScript.

Don’t laugh — something like this 
has already been developed, built, and 
deployed in the context of distributed 
sensor networks: it’s called TinyDB.11 
The only difference here is that we 
propose to implement everything in 
JavaScript.

Consider another example: you’re 
at the grocery store and wonder if you 
need to buy milk. Pull out your phone 
and ask your fridge:

SELECT COUNT(*) FROM fridge 
WHERE item = “milk”;

Of course, actual SQL queries are 
likely to be hidden behind a snazzy UI 
within an app (or connected via intel-
ligent agents such as Siri or Cortana), 
but behind the scenes, it could all be 
running JavaScript.

In fact, this vision of the IoT has 
one significant advantage over cur-
rent trends — it can potentially serve 
as a counterweight to the desire of 
companies to centralize everything. 
Nearly all IoT gadgets today, includ-
ing personal fitness trackers, pipe 
all data streams into the cloud, and 
then offer users an interface (or API) 
to access their own data (which of 
course the companies can change at 
any time). In other words, they con-
trol all your personal data.

Just how creepy is this? Samung’s 
SmartTV comes with voice recogni-
tion that allows you to issue verbal 
commands to it. It’s a cute trick, but 
comes with a warning to watch what 
you say in front of your TV:

Please be aware that if your spo-
ken words include personal or 
other sensitive information, that 
information will be among the data  
captured and transmitted to a 
third party.12
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Seriously? This is, literally, straight 
out of 1984.13

One major advantage of the “Java-
Script everywhere” vision is that, by  
erasing the distinction between front- 
and back-end code, we potentially 
lower the bar (by decreasing the com-
plexity) of building distributed solu-
tions, which will help counteract the 
dangers of centralization. In other 
words, JavaScript can help re-decen-
tralize the Web.14 Of course, we aren’t 
so naive to think that companies 
will easily give up their data collec-
tion efforts (which lie at the heart of 
their business models), but the abil-
ity to seamlessly push queries down 
to physical devices provides a work-
able mechanism that might give users 
greater control over what is and isn’t 
transmitted to the cloud.

Generalizing a bit, we could envi-
sion an entirely different class of 
“verb-centric” APIs. Almost all APIs 
today are “noun-centric,” in that 
they hardcode the “verbs” in specific 
endpoints. For example, consider the 
common CRUD (create, read, update, 
delete) operations provided by many 
REST APIs: to invoke the API, the 
client supplies the “subject” (and 
sometimes the “object”) while the 
“verbs” are fixed (that is, hardcoded 
in the API endpoint itself). What if, 
instead, the API fixed the subject 
and object while letting the client 
specify the verb? That’s exactly what 
the aforementioned fridge query is 
doing — the client says, I know the 
data model that’s stored in a distrib-
uted fashion on the device (the cru-
cial distinction here, as opposed to a 
centralized data warehouse) — here’s 
the verb, expressed as an SQL query 
that I want to run on the data. Give 
me back the results.

In fact, we’ve already been doing 
this for at least a decade — we’re just 
describing MapReduce! A verb-cen-
tric API is just another way of saying 
“move the processing to the data.” We 
ship the verb (that is, the mappers and 
reducers) over to the cluster, where the 

code executes. Spark takes it to the 
next level by providing an interactive 
shell that allows closures (the verbs) 
to be dynamically serialized, shipped 
over to the cluster, and executed in a  
distributed manner. JavaScript makes 
this possible everywhere. We can just  
reuse existing infrastructure — it might  
offend the sensibilities of many devel- 
opers, but what’s wrong with code 
shipping in textual form? It’s already 
being done billions of times per day 
— JavaScript code on the Web is dis-
tributed as plain text! What’s the 
alternative? Shipping VM images? 
Shipping Docker images? Both seem 
too heavyweight for widespread, 
democratized use.

Yes, there are many issues with 
verb-centric APIs that we’re mostly 
sweeping under the rug, but we can 
respond briefly to a few obvious 
ones. What about security if a cli-
ent is shipping verbs? First, we can 
restrict clients to trusted sources — 
you’re probably not going to run an 
injection attack on your own fridge, 
in which case, perimeter defenses are 
a good start (a reasonable first-order 
approximation of how Hadoop secu-
rity is handled these days). Second, 
this issue isn’t very different from 
JavaScript injection attacks, some-
thing that’s already well studied and 
continues to be actively researched. 
What about the exfiltration of poten-
tially sensitive results from running 
the code? Leaving aside the “friendly 
clients” defense, this is a hot topic 
in security and privacy these days, 
which means that lots of smart peo-
ple are thinking about it. Tying the 
challenges of JavaScript everywhere 
to existing research problems greatly 
increases the chances that we (col-
lectively) will come up with workable 
solutions.

I n many ways, JavaScript is like the 
hobbits of Middle Earth: both have 

been criticized to be slow, clumsy, 
and weak. They’re also known to be 

very friendly (JavaScript is easy to 
learn). They live away from danger 
at the edge of the realms in lovely 
dwellings (D3.js visualizations), far 
from the troubles at the center of the 
action (the back end). However, when 
tested (Node.js), they have proven to 
be worthy. JavaScript, instead of suc-
cessfully destroying the One Ring, 
might be successful in wielding it. 
Front ends, back ends, applications, 
and analytics: JavaScript will, in the 
light, bind them. 
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games. One impressive feat is QuakeJS 
(www.quakejs.com), a port of the classic 
first-person shooter Quake 3, that runs 
completely in the browser. The original  
C code was compiled into asm.js using 
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From Split Execution to the 
Connect Refrigerator
Recall that one of the advantages of 
JavaScript everywhere is eliminating 
the distinction between front- and back-
end code; see, for example, discussion 
by Netflix.3 Returning to our data sci-
entist, she can perform some analytics 
tasks on the cluster, bring intermediate 
data into her browser, and continue 
working without interruption. Front-
end code can be pushed to the back 
end, and back-end code can be brought 
to the front end, all seamlessly.

In such a scenario, the data scientist 
explicitly decides which parts of her 

queries run where — the next logical 
step would be for a query optimizer to 
figure that out for her automatically. In 
fact, researchers have already explored 
this idea in the 1990s;10 in some cases, 
the placement of query operators on 
the client can lead to better perfor-
mance, and obviously, reduces load on 
the back end. JavaScript brings a fresh 
take on this decades-old idea of split-
ting query execution across the client 
and server: one of the challenges with 
this thread of previous work is the 
proper encapsulation of the execution 
context to facilitate operator place-
ment. With JavaScript, this is substan-
tially simplified.

A major selling point of JavaScript  
is its ubiquity: everywhere there’s a  
browser, there’s JavaScript. The browser  
might even be on a phone: we’ve got-
ten Afterburner to run on a mobile 
phone, just to show it’s possible. One 
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sheets already run on tablets today 
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ferent? Imagine running a Spark job 
from the browser inside your tablet to 
pull some data from the cluster, get-
ting on an airplane, and continuing 
to explore the data while completely 
offline. Today, you could do this by 
exporting data into a spreadsheet app 
on the tablet, which is just a variant 
of the aforementioned third scenario, 
with all of its awkwardness.

If you’ve accepted our story so far, 
then it’s not a particularly big leap 
to imagine extending the “JavaScript 
everywhere” vision to the Internet 
of Things (IoT) future: for example, 
check out Node-RED (http://nodered.
org). In the not-so-distant future, 
imagine returning to your fully con-
nected house, asking yourself, “Why 
is it so hot on the second floor?” and 
issuing the following query from the 
browser console on your fridge:

SELECT room, temp FROM sensors 
WHERE floor = 2 and time = NOW;

This translates into a distributed 
query plan that gets pushed to all the 
sensors around the house, the results 
of which are then gathered back at the 
fridge and rendered as a heatmap —  
all in JavaScript.

Don’t laugh — something like this 
has already been developed, built, and 
deployed in the context of distributed 
sensor networks: it’s called TinyDB.11 
The only difference here is that we 
propose to implement everything in 
JavaScript.

Consider another example: you’re 
at the grocery store and wonder if you 
need to buy milk. Pull out your phone 
and ask your fridge:

SELECT COUNT(*) FROM fridge 
WHERE item = “milk”;

Of course, actual SQL queries are 
likely to be hidden behind a snazzy UI 
within an app (or connected via intel-
ligent agents such as Siri or Cortana), 
but behind the scenes, it could all be 
running JavaScript.

In fact, this vision of the IoT has 
one significant advantage over cur-
rent trends — it can potentially serve 
as a counterweight to the desire of 
companies to centralize everything. 
Nearly all IoT gadgets today, includ-
ing personal fitness trackers, pipe 
all data streams into the cloud, and 
then offer users an interface (or API) 
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course the companies can change at 
any time). In other words, they con-
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SmartTV comes with voice recogni-
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comes with a warning to watch what 
you say in front of your TV:
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The adoption and use of health informa-
tion technology is increasing dramatically 
around the world. In the United States, 

the Health Information and Technology for Eco-
nomic and Clinical Health (HITECH) Act was 
enacted in 2009 to promote the adoption and 
use of health IT, including specific incentives to 
accelerate the adoption of electronic health re-
cord (EHR) systems by healthcare providers. As 
of 2014, 76 percent of US hospitals had adopted 
an EHR system, representing a more than eight-
fold increase from the 9 percent adoption rate 
in 2008.1 Outpatient facilities have also seen a 
similarly dramatic rise in EHR adoption rates. 
Similar trends can be seen elsewhere around 
the world, with many counties well ahead of the 
United States in health IT adoption.2 The long-
term use of these EHR systems is enabling the 
construction of enormous collections of detailed 
longitudinal medical data, containing a vast ar-
ray of information about large and varied popu-
lations of patients.

The industry’s widespread digitization efforts, 
along with changing business models that are in-
centivizing more ef� cient and effective care deliv-
ery, are reshaping one of the largest sectors of the 
world’s economy. Beyond basic bene� ts (such as 
improved sharing of medical information and a 
reduction in duplicate tests or procedures), many 
have recognized the “inevitable” application of big 
data3 resources to enable data-driven, learning 
health systems.4 Such systems promise to use ever-
improving data-driven evidence to help doctors 
make more precise diagnoses, institutions identify 
at-risk patients for intervention, clinicians develop 
more personalized treatment plans, and research-
ers better understand medical outcomes within 
complex patient populations. 

Given the scale and complexity of the data re-
quired to achieve these goals, along with the do-
main expertise and analytical rigor demanded by 
the use cases outlined here, advanced data visual-
ization tools have the potential to play a critical 
role. In particular, effective visualization technol-
ogies have the potential to transform raw data and 
the outputs of complex computational models into 
actionable insights that improve patient care, en-
able more effective population management, and 
support advanced research to better understand 
health outcomes and treatment ef� cacy.

The use of visualization within the healthcare 
domain has a long and storied history (see Fig-
ure 1). However, there are new and unique chal-
lenges emerging in today’s data-rich healthcare 
industry where modern interactive visualization 
methods can play a critical role. The enormous 
potential of these techniques is re� ected in several 
recent developments. For instance, recent articles 
within the visualization literature have provided 
surveys of emerging research targeting speci� c 
healthcare-related research problems.5,6 In addi-
tion, the American Medical Informatics Associa-
tion (AMIA) established in 2015 a formal Visual 
Analytics Working Group to foster research and 
development in this high-priority area. Similarly, 
the Journal of the American Medical Informatics As-
sociation published a special issue in early 2015 
dedicated to visual analytics in healthcare.7 That 
issue included articles about new research as well 
as a systematic review of the state of the art in the 
� eld.8 These efforts, which are building a bridge 
between the medical and visualization com-
munities, are also re� ected in the recent Visual 
Analytics in Healthcare (VAHC) workshops, held 
annually each fall since 2010 at either the AMIA’s 
Annual Symposium or the IEEE VIS conference.
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Data-related problems in healthcare are similar 
in many ways to those in other domains. Chal-
lenges of data integration, wrangling, ease of use, 
and interpretability are all central issues. However, 
the healthcare discipline also introduces a number 
of domain-specific challenges:

 ■ breadth of use, from individualized point-of-care 
to large-scale population health applications;

 ■ data complexity, including large numbers of pa-
tients, large numbers of heterogeneous vari-
ables, data linking across multiple sources, and 
missing or incomplete data; and

 ■ statistical rigor, where “interesting” is not suf-
ficient given the life-or-death stakes within the 
healthcare domain.

By addressing these challenges and integrating 
the existing workflows of healthcare practitioners, 
interactive data visualization has the potential to 
become a useful, and perhaps essential, tool for a 
modern data-driven healthcare ecosystem.

Breadth of Use
In future healthcare systems, a broad range of 
practitioners must derive insights from large col-
lections of data to make evidence-based discoveries 
and/or decisions. From a doctor making individual 
patient treatment decisions at the point of care 
to population health researchers attempting to 
understand the spread of disease, to be most ef-
fective, visualization tools must be tailored to the 
unique workflows of each type of practitioner. 
For this reason, it is essential for visualization re-
searchers to collaborate closely with their intended 
users, providing additional opportunities to sup-
port and incorporate domain-specific practices 
and techniques.

Patient-Centered Point-of-Care Applications
Patient-centered point-of-care applications focus 
on providing support for information communica-
tion and analysis for a single patient. Such visual-
izations must provide clinicians (doctors, nurses, 
social workers, care coordinators, and so on.) 
with the information required to more effectively 
and efficiently render service. Even within this 
relatively narrow focus area, the use cases can be 
broad and the amount of data can be overwhelm-
ing. Clinicians may need to synthesize data across 
years of a patient’s longitudinal medical record 
to understand the evolution of a given medical 
condition. This data can include hundreds of en-
counters and thousands of medical events (such as 
diagnoses, procedures, medications, and lab tests) 

and unstructured clinical notes. Recent advance-
ments in genomic sequencing and cataloging ge-
netic markers make the data even more complex. 

Summarizing this information and provid-
ing the most relevant view of the data given the 
current clinical context is therefore essential. 
However, the appropriate visual summary is con-
text-specific. The most effective view of a patient’s 
medical record during a cardiology visit may differ 
significantly from the view required during a visit 
with an oncologist. This challenge, therefore, is 
one that requires advancements in both visualiza-
tion and the associated analytics required to sup-
port patient-centered organization, prioritization, 
and summarization of a patient’s medical record. 

Moreover, representing an individual patient’s 
data in isolation is not always sufficient. In many 
cases, the promise of precision medicine—the cus-
tomization of care such that medical decisions are 
tailored to individual patients based on data, as 
a supplement to traditionally used peer-reviewed 
research and generalized clinical guidelines—re-
quires that a patient’s personal data be contextu-
alized with respect to aggregate data from other 
patients. For example, it might be useful to view 
treatment options for a given patient in the con-
text of outcomes that resulted from the various 
treatments received by similar patients.9 This can 
require both sophisticated analytics (for example, 
to determine clinically relevant similarity) as 

Figure 1. An early use of visualization within the healthcare domain. 
John Snow’s map showing clusters of cholera cases during an outbreak 
in 1854 London is often cited as a seminal moment in the field of 
epidemiology.
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well as visualizations designed to help clinicians 
quickly but rigorously compare aggregate measures 
computed across multiple heterogeneous groups of 
patients.

Even basic point-of-care activities, such as rec-
onciling medication and shift changes in hospital 
settings, can be information-intensive activities 
for which visualization can play a crucial role. 
While requiring less-sophisticated analytics, visu-
alization tools that improve the accuracy and reli-
ability of these tasks have the potential to greatly 
impact health outcomes.

The usability of a proposed visualization design 
is also critical for all point-of-care applications. To 
be successful, any data-driven software tool must 
support reliable, efficient, and statistically sound 
decisions by its user population. In point-of-care 
settings, the intended users may have little experi-
ence with complicated interactive visualization sys-
tems. With the increased adoption of tablets and 
mobile devices as tools for healthcare providers, 
touch interfaces with limited screen space must 
also be considered. Appropriate human-computer 
interaction (HCI) guidelines should be followed, 
with a focus on simple and easily interpretable de-
signs. Usability testing must be employed to ensure 
that the system enhances, and does not hinder, a 
user’s ability to provide quality care.

Patient-Facing Applications
Patient-facing applications have requirements that 
are in many ways similar to the point-of-care ap-
plications just discussed. Patients, like clinicians, 
require tools that enable personalized and contex-
tualized communication of medical histories and 
treatment alternatives. However, visual interfaces 
that target patients (or their caregivers) must be 
tailored for a lay audience with potentially lim-
ited numeracy and medical knowledge. Therefore, 
simple straightforward designs with recognized 
graphical representations are likely to be most 
successful.

Despite these constraints, engaging designs that 
can improve patient involvement in the medical 
process should be explored. Visualization tools 
that can increase patient engagement have the po-
tential to improve treatment adherence rates and 
associated patient outcomes. Moreover, visualiza-
tion tools have the potential to support physician-
patient communication, including via storytelling 
techniques.

Population Management Applications
Population management applications, on the other 
hand, focus on supporting institutional policymak-

ers with the design of population-based interven-
tions. These use cases are of growing importance 
in healthcare systems, such as in the US where the 
industry is shifting from fee-for-service to capita-
tion-based models that incentivize the intelligent 
allocation of resources to patients most in need. 

To support these emerging models, visualization 
tools must be developed to help care managers per-
form data-driven risk stratification or other forms 
of population segmentation. Such systems must 
help users partition patient populations based on 
complex sets of clinical factors, with the goal of 
identifying patient subgroups that would be most 
responsive to various forms of clinical interven-
tion. This type of problem is often framed as a 
cost-benefit analysis with the goal of optimizing 
the return for a given policy or intervention. 

Unlike point-of-care or patient-facing tools, the 
users of population management systems can of-
ten dedicate significant and sustained effort on 
a given analysis. Moreover, these users must of-
ten develop and test new hypotheses. Therefore, 
exploratory visual analysis tools—including those 
with more sophisticated visual designs—have the 
potential to produce significant value and impact 
patient outcomes. 

Health Outcomes Research
Health outcomes research practitioners study 
even broader populations. Unlike population 
management professionals, who typically focus 
on populations within a single institution, health 
outcomes researchers are often focused on analyz-
ing overall populations within a community. For 
example, epidemiologists in public health depart-
ments gather data across geographic regions to 
study outbreaks and risk factors within their tar-
get populations. Large-scale disease surveillance 
systems and clinical data networks have been built 
to help study diseases such as cancer, heart fail-
ure, and diabetes at the scale of many millions of 
patients. This approach is often described as “sec-
ondary use,” reflecting the analysis of data that is 
collected primarily for uses such as care delivery 
or billing. Similarly, pharmaceutical companies 
are working to monitor after-market data about 
medications to track side effects, off-label uses, 
and more, using what the drug industry often calls 
“real-world evidence.”

These use cases are similar to population man-
agement, except that researchers are typically 
tasked with deriving discoveries and insights that 
generalize across broad populations. Such users, 
therefore, can greatly benefit from exploratory 
visual interfaces, but they must have tools that 
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help them assess a range of data-quality issues 
that emerge as analyses span data from multiple, 
distinct data sources collected from sites with pa-
tient populations that are highly heterogeneous 
and not necessarily representative of the popula-
tion at large. 

Data Complexity
In several of the scenarios outlined in the last 
section, users endeavor to draw insights from da-
tasets representing vast numbers of patients. In 
other use cases, the focus is on data for a single 
patient, although it is often contextualized with 
data obtained from sets of other similar patients. 
As the patient datasets that feed these tools grow 
in size with each passing day, visualization tools 
are increasingly faced with overcoming many of 
the same big data challenges found in other fields 
such as Internet advertising, security, and military 
intelligence. 

However, while the raw volume of data can be 
challenging, it is perhaps the easiest to address 
with existing technologies. First, visualization is 
inherently well-suited to summarize large volumes 
of data. Many common visual representations, 
such as bar charts and other proportional symbols, 
work well regardless of the number of data entities 
being visualized. Second, many of the technolo-
gies developed to help manage ever-growing data 
stores, such as Hadoop, Spark, or BlinkDB, can be 
adopted in the healthcare field. Finally, recent ef-
forts at developing progressive approaches to visual 
analytics,10 which attempt to balance the timeli-
ness of results with the realities of long-running 
computational analytics, can play a key role (see 
Figure 2).

Data Variety
Perhaps the greatest challenge for visualization 
in the healthcare domain is the variety of data 
available. EHR systems include data such as de-
mographics, diagnoses, procedures, medications, 
lab values, unstructured clinical notes, radiology 
results, genomic data, and more. Each of these 
types of data by itself contains vast numbers of 
variables. For example, there are approximately 
68,000 unique diagnosis codes in the ICD-10-CM 
coding system (the current standard for diagnosis 
codes within the US). Across all data types, the 
number of variables can grow to the hundreds of 
thousands. Visualizations must therefore be de-
signed to enable users to navigate this complex 
variable space despite that fact that the number of 
visualized dimensions can never approach the true 
dimensionality of the dataset.

In addition to the number of dimensions, the 
variety of data representations within those di-
mensions is vast. Visualizations must be able to 
effectively handle and display multiple data types 
(such as numeric, categorical, and hierarchical) 
and then show relationships between them11 (see 
Figure 3). Effective summarization and prioriti-
zation techniques must also be adopted, includ-
ing hierarchical and temporal aggregation to 
support levels of detail in a user’s analysis12 (see 
Figure 4). 

Finally, many of the variables are temporal in 
nature, with medical events unfolding over time 
as patients’ conditions evolve. For many use cases, 
effective visualizations must therefore be able to 
reveal interesting temporal patterns involving dis-
crete events, interval events, and various mea-
sures recorded repeatedly over time13 (Figure 5). 

Figure 2. Progressive visual analytics approaches, such as Progressive 
Insights10 shown here, can help maintain interactive update rates 
for data visualization in the context of long-running computational 
analytics. This is common when analyzing large-scale health datasets. 

Figure 3. Data-type-dependent axis representations in a multivariate 
visualization of data from the United Kingdom’s National Health Service.11 
Axes represent categorical, continuous, and discrete-valued data.
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well as visualizations designed to help clinicians 
quickly but rigorously compare aggregate measures 
computed across multiple heterogeneous groups of 
patients.

Even basic point-of-care activities, such as rec-
onciling medication and shift changes in hospital 
settings, can be information-intensive activities 
for which visualization can play a crucial role. 
While requiring less-sophisticated analytics, visu-
alization tools that improve the accuracy and reli-
ability of these tasks have the potential to greatly 
impact health outcomes.

The usability of a proposed visualization design 
is also critical for all point-of-care applications. To 
be successful, any data-driven software tool must 
support reliable, efficient, and statistically sound 
decisions by its user population. In point-of-care 
settings, the intended users may have little experi-
ence with complicated interactive visualization sys-
tems. With the increased adoption of tablets and 
mobile devices as tools for healthcare providers, 
touch interfaces with limited screen space must 
also be considered. Appropriate human-computer 
interaction (HCI) guidelines should be followed, 
with a focus on simple and easily interpretable de-
signs. Usability testing must be employed to ensure 
that the system enhances, and does not hinder, a 
user’s ability to provide quality care.

Patient-Facing Applications
Patient-facing applications have requirements that 
are in many ways similar to the point-of-care ap-
plications just discussed. Patients, like clinicians, 
require tools that enable personalized and contex-
tualized communication of medical histories and 
treatment alternatives. However, visual interfaces 
that target patients (or their caregivers) must be 
tailored for a lay audience with potentially lim-
ited numeracy and medical knowledge. Therefore, 
simple straightforward designs with recognized 
graphical representations are likely to be most 
successful.

Despite these constraints, engaging designs that 
can improve patient involvement in the medical 
process should be explored. Visualization tools 
that can increase patient engagement have the po-
tential to improve treatment adherence rates and 
associated patient outcomes. Moreover, visualiza-
tion tools have the potential to support physician-
patient communication, including via storytelling 
techniques.

Population Management Applications
Population management applications, on the other 
hand, focus on supporting institutional policymak-

ers with the design of population-based interven-
tions. These use cases are of growing importance 
in healthcare systems, such as in the US where the 
industry is shifting from fee-for-service to capita-
tion-based models that incentivize the intelligent 
allocation of resources to patients most in need. 

To support these emerging models, visualization 
tools must be developed to help care managers per-
form data-driven risk stratification or other forms 
of population segmentation. Such systems must 
help users partition patient populations based on 
complex sets of clinical factors, with the goal of 
identifying patient subgroups that would be most 
responsive to various forms of clinical interven-
tion. This type of problem is often framed as a 
cost-benefit analysis with the goal of optimizing 
the return for a given policy or intervention. 

Unlike point-of-care or patient-facing tools, the 
users of population management systems can of-
ten dedicate significant and sustained effort on 
a given analysis. Moreover, these users must of-
ten develop and test new hypotheses. Therefore, 
exploratory visual analysis tools—including those 
with more sophisticated visual designs—have the 
potential to produce significant value and impact 
patient outcomes. 

Health Outcomes Research
Health outcomes research practitioners study 
even broader populations. Unlike population 
management professionals, who typically focus 
on populations within a single institution, health 
outcomes researchers are often focused on analyz-
ing overall populations within a community. For 
example, epidemiologists in public health depart-
ments gather data across geographic regions to 
study outbreaks and risk factors within their tar-
get populations. Large-scale disease surveillance 
systems and clinical data networks have been built 
to help study diseases such as cancer, heart fail-
ure, and diabetes at the scale of many millions of 
patients. This approach is often described as “sec-
ondary use,” reflecting the analysis of data that is 
collected primarily for uses such as care delivery 
or billing. Similarly, pharmaceutical companies 
are working to monitor after-market data about 
medications to track side effects, off-label uses, 
and more, using what the drug industry often calls 
“real-world evidence.”

These use cases are similar to population man-
agement, except that researchers are typically 
tasked with deriving discoveries and insights that 
generalize across broad populations. Such users, 
therefore, can greatly benefit from exploratory 
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Data Quality
Data quality is another critical issue with enor-
mous consequence in the medical domain. Miss-
ing or invalid data is common, often produced by 
improper data entry or a lack of system interop-
erability. Adding to the challenge is that the ab-
sence of medical events is typically not recorded 
in the EHR. This makes it difficult to distinguish 
between missing events and events that have not 
occurred. In addition, institutions often optimize 
coded medical data for billing purposes, making it 
less reliable for subsequent analysis. This is espe-
cially true for claims data, which is often easy to 
obtain but of limited quality due to bias and lack 
of specificity. (Claims data is generated for billing 
rather than clinical care, so it is less clinically spe-
cific.) Visualizations must be designed to work ef-
fectively with these data-quality issues and should 
highlight deficiencies in the underlying data to us-
ers to consider as part of their analysis.

Finally, a large portion of electronic medical 
data is contained in unstructured fields, such as 
clinical notes and medical images. Prior to visu-
alization, these resources are often analyzed with 
natural-language processing and image-analysis 
algorithms to produce structured annotations. 
However, these algorithms introduce their own 
uncertainties into the resulting data. Uncertainty 
visualization—a longstanding challenge facing the 
visualization community—is another critical issue 
that must be addressed. 

Data Heterogeneity
Heterogeneity of data sources is another growing 

challenge in the medical domain, especially in 
countries with decentralized information systems. 
For example, EHR systems in the US are typically 
maintained independently by each provider or-
ganization, with limited interoperability or joint 
governance across institutions. Many efforts are 
underway to federate data across these disjointed 
systems to enable epidemiological surveillance 
and population health research activities. How-
ever, bridging the political and technological gaps 
between different data silos can be daunting. Ad-
ditionally, federated collections of data collected 
under different standards and practices contain 
higher levels of heterogeneity within the data. This 
makes the already complex challenge of data vari-
ety even more challenging. 

In addition, there is the challenge of linking data 
across different sources to construct a combined 
longitudinal record for individual patients. Data 
from different sources will often be in different 
formats, necessitating flexibility in the data models 
used for integrating and visualizing this informa-
tion. Moreover, a lack of standard patient identifiers 
in many health systems means that identity resolu-
tion must often be done probabilistically. Linking 
across sources in this way is difficult in many do-
mains, but it is especially hard when dealing with 
personal health information, where privacy issues 
are of concern and can limit the amount of infor-
mation available to perform the linking. 

Finally, a variety of new and emerging big data 
sources are becoming available, which further 
complicates the data landscape. From genomics to 
social media data to new data-gathering personal 
medical devices, these new sources exacerbate all 
the data complexity challenges we’ve already dis-
cussed. For example, mobile health devices such 
as the Fitbit and Apple Watch gather longitudinal 
data from patients over time periods when no data 
would normally be available. Although these de-
vices promise to improve health care in various 
ways, they also produce vast amounts of additional 
data for clinicians—who are already overwhelmed 
with data—to review at the point of care. Moreover, 
the data produced is often of questionable quality, 
with a lack of standardized collection practices (for 
example, users forgetting to wear a device, short 
battery life, and improper fit or usage).

Statistical Rigor
Across the full spectrum of use cases—from sin-
gle patient point-of-care treatment decisions to 
population-focused epidemiological studies—the 
healthcare domain places unique demands on vi-
sualization tools in terms of statistical rigor. A doc-

Figure 4. Flow-based visualization methods have been used in several 
different projects to analyze temporal event data, including the Outflow 
visualization shown here.12 This example shows variations in the order 
of symptom onset for a cohort of heart failure patients and the medical 
outcomes associated with each subgroup. 
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tor’s choice about which medication to prescribe, 
or which diagnosis to make, can have life-or-death 
consequences. Similarly, conclusions drawn about 
medical outcomes based on data in federated col-
lections representing millions of patients can im-
pact the well-being of vast numbers of people. Put 
simply, the cost of a wrong conclusion when pre-
scribing a medication is potentially much higher 
than mistakes in targeting an advertisement.

As a result, visualizations that help users iden-
tify “interesting” trends or insights, while useful 
in some contexts, are often insufficient. At the 
same time, purely statistical approaches have their 
own limitations, including a lack of interpretabil-
ity and contextualization. For tools to be adopted 
in practice, they must combine best practices from 
both the statistical and visualization disciplines. 
Moreover, they must satisfy the high standards 
for validity that the healthcare domain demands. 
In particular, visualization tools that provide ac-
tionable insights must address the same issues of 
validity that determine the design of traditional 
clinical trials.14

It can be tempting to assume that the trend 
toward big data can address this challenge. By 
capturing real-world data with rich detail and at 
a large scale, it is hoped that sufficient data can 
be obtained to yield data-driven insights that 
can reliably inform decision making. However, as 
the well-publicized inaccuracies with Google Flu 
Trends have shown, the large volume of data avail-
able only directly addresses the issue of sample size.

Spurious Relationships
A common problem when dealing with big data is 
spurious relationships, when two events or vari-
ables incorrectly appear to have a causal relation-
ship. In fact, when enough data is present, it is not 
only likely, but expected, that some variables will 
correlate closely with others based only on chance. 
In these cases, it is easy for users to improperly 
infer that a meaningful relationship exists.

For this reason, visualization systems should 
not rely solely on statistical significance or visu-
ally apparent trends. Instead, visualizations that 
present relationships between data entities and 
variables should provide effective tools that—based 
on appropriate statistical mechanisms that as-
sess repeatability and generalizability—help users 
identify and correctly discount relationships most 
likely to be spurious. 

Selection Bias
Selection bias also abounds when dealing with 
large amounts of medical data. This issue mani-

fests itself in two different problems. First, differ-
ences between a general population and the sample 
population loaded into a visualization system can 
result in nongeneralizable insights. For example, 
the profile for a population of patients treated by a 
private hospital may not be the same as one treated 
in a public hospital. Similarly, patients treated at a 
specific type of clinic may not reflect the general 
population. This form of selection bias means that 
visualizations based on a specific dataset from a 
nonrepresentative source may not produce general-
izable results. Datasets must therefore be compared 

Figure 5. Repeated measures over time. This path 
map temporal visualization of hemoglobin A1c levels 
in thousands of diabetic patients incorporates data 
aggregation as well as missing data display via a 
striped pattern.13 
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Data Quality
Data quality is another critical issue with enor-
mous consequence in the medical domain. Miss-
ing or invalid data is common, often produced by 
improper data entry or a lack of system interop-
erability. Adding to the challenge is that the ab-
sence of medical events is typically not recorded 
in the EHR. This makes it difficult to distinguish 
between missing events and events that have not 
occurred. In addition, institutions often optimize 
coded medical data for billing purposes, making it 
less reliable for subsequent analysis. This is espe-
cially true for claims data, which is often easy to 
obtain but of limited quality due to bias and lack 
of specificity. (Claims data is generated for billing 
rather than clinical care, so it is less clinically spe-
cific.) Visualizations must be designed to work ef-
fectively with these data-quality issues and should 
highlight deficiencies in the underlying data to us-
ers to consider as part of their analysis.

Finally, a large portion of electronic medical 
data is contained in unstructured fields, such as 
clinical notes and medical images. Prior to visu-
alization, these resources are often analyzed with 
natural-language processing and image-analysis 
algorithms to produce structured annotations. 
However, these algorithms introduce their own 
uncertainties into the resulting data. Uncertainty 
visualization—a longstanding challenge facing the 
visualization community—is another critical issue 
that must be addressed. 

Data Heterogeneity
Heterogeneity of data sources is another growing 

challenge in the medical domain, especially in 
countries with decentralized information systems. 
For example, EHR systems in the US are typically 
maintained independently by each provider or-
ganization, with limited interoperability or joint 
governance across institutions. Many efforts are 
underway to federate data across these disjointed 
systems to enable epidemiological surveillance 
and population health research activities. How-
ever, bridging the political and technological gaps 
between different data silos can be daunting. Ad-
ditionally, federated collections of data collected 
under different standards and practices contain 
higher levels of heterogeneity within the data. This 
makes the already complex challenge of data vari-
ety even more challenging. 

In addition, there is the challenge of linking data 
across different sources to construct a combined 
longitudinal record for individual patients. Data 
from different sources will often be in different 
formats, necessitating flexibility in the data models 
used for integrating and visualizing this informa-
tion. Moreover, a lack of standard patient identifiers 
in many health systems means that identity resolu-
tion must often be done probabilistically. Linking 
across sources in this way is difficult in many do-
mains, but it is especially hard when dealing with 
personal health information, where privacy issues 
are of concern and can limit the amount of infor-
mation available to perform the linking. 

Finally, a variety of new and emerging big data 
sources are becoming available, which further 
complicates the data landscape. From genomics to 
social media data to new data-gathering personal 
medical devices, these new sources exacerbate all 
the data complexity challenges we’ve already dis-
cussed. For example, mobile health devices such 
as the Fitbit and Apple Watch gather longitudinal 
data from patients over time periods when no data 
would normally be available. Although these de-
vices promise to improve health care in various 
ways, they also produce vast amounts of additional 
data for clinicians—who are already overwhelmed 
with data—to review at the point of care. Moreover, 
the data produced is often of questionable quality, 
with a lack of standardized collection practices (for 
example, users forgetting to wear a device, short 
battery life, and improper fit or usage).

Statistical Rigor
Across the full spectrum of use cases—from sin-
gle patient point-of-care treatment decisions to 
population-focused epidemiological studies—the 
healthcare domain places unique demands on vi-
sualization tools in terms of statistical rigor. A doc-

Figure 4. Flow-based visualization methods have been used in several 
different projects to analyze temporal event data, including the Outflow 
visualization shown here.12 This example shows variations in the order 
of symptom onset for a cohort of heart failure patients and the medical 
outcomes associated with each subgroup. 
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with baseline population samples to determine the 
generalizability of any visualized results.

Second, many interactive visualization tools 
are designed specifically to enable users to filter 
data “on demand” as part of an exploratory, ad 
hoc cohort selection process. This is a key value 
proposition offered by many visualization systems. 
Although selection bias is already a problem for 
activities such as selecting a cohort for clinical tri-
als, the rapid ad hoc filtering available in many 
interactive visualizations introduces the risk of se-
lection bias at each step. Visualization tools should 
provide mechanisms for helping users assess this 
form of selection bias and, ideally, produce more 
informed and representative data selections. 
Moreover, this second form of bias further mo-
tivates the need to use baseline population repre-
sentations to contextualize exploratory analysis or 
data selection.

Interactive data visualization in the healthcare 
domain presents many exciting opportunities, 

along with many challenges. These challenges pro-
vide an ideal playground for visualization research-
ers to advance the field. Moreover, with increased 
attention to this domain, and through close col-
laboration with healthcare practitioners, research-
ers have the opportunity to greatly impact the state 
of the art in healthcare, enabling better treatment 
at reduced costs, resulting in improved patient out-
comes, and potentially saving lives. 
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Data-Intensive 
Science

L
ast issue’s IT and Future 
Employment column was 
on data science. Here, I 
look at data science ap-

plied specifically to scientific dis-
ciplines, which is now called data-
intensive science. Data from ob-
servation and experimentation has 
been the foundation of science at 
least since the 17th century. Infor-
mation in the form of articles that 
summarize the new knowledge 
gained from observation and ex-
perimentation (and from theory) 
has been the vehicle that has made 
science a public endeavor.

Elizabeth Eisenstein in her book 
The Printing Press as an Agent of 
Change1 argued that printed infor-
mation was a necessary prerequisite 
for the scientific revolution to occur. 
Now, it can be argued that comput-
ed information is creating a second 
scientific revolution based on digital 
data and information.2 This can be 
seen in the exciting developments 
surrounding big data, which in-
creasingly can be processed by com-
puters to produce new knowledge. 
Research data and information are a 
major source of big data. Especially 
in the case of science, big data can 
mean big volume, big velocity, or 

big variety. The so-called “long tail 
of science” of millions of small sci-
entific datasets constitutes big data 
that at present cannot be meaning-
fully combined for processing. 

This column will highlight some 
of the policy, research, and infra-
structure developments that are 
in the process of turning data-
intensive science into a significant 
employment opportunity, both for 
scientists themselves and for the 
IT professionals who assist them 
in their research endeavors. Final-
ly, I will mention several scientific 
disciplines in which data-intensive 
science has taken hold and point 
to one concern that needs to be 
addressed.

Policy Developments
One policy goal, public access to re-
search data and information, was re-
cently initiated when the US federal 
government required that all grant 
recipients make both the articles 
and data that result from their sup-
ported research publicly available  
(https://www.whitehouse.gov/sites/
default/files/microsites/ostp/ostp_
public_access_memo_2013.pdf). 
Another critical policy (or practice) 
goal would be for the academic  

research community to give as 
much promotion and tenure credit 
for publishing data as for publishing 
articles. The publishing of data has 
begun,3 but the credit for doing so 
is still developing. This pair of poli-
cies would provide the necessary 
incentives to make much research 
data and information publicly avail-
able. In all likelihood, much other 
research would then follow the lead 
of federally sponsored research. 

Data Science Research
Additional data science research 
will be required to make published 
data “fully useful.” One definition 
of fully useful has recently been 
suggested,4 and comes with its own 
acronym: FAIR data. The acronym 
is decrypted as findable, acces-
sible, interoperable, and reuseable. 
In other words, the data should be 
(automatically!) reusable, and that 
usually requires that they be find-
able, accessible, and interoperable. 
Perhaps the most challenging task 
here is to develop schemes (un-
doubtedly involving metadata) that 
enable the interoperability of het-
erogeneous data. An early example 
of such research is the digital ob-
ject architecture5 developed by Bob 

George Strawn, US National Academies of Sciences,  

Engineering, and Medicine



www.computer.org/computingedge 51
 computer.org/ITPro  67

Kahn and his colleagues at CNRI. 
Another example is the Semantic 
Web (https://en.m.wikipedia.org/
wiki/Semantic_Web), which can 
produce a web of data to be read 
by computers, whereas the origi-
nal Web produced a web of docu-
ments to be read by humans. An 
early example of interoperability 
of research article information is 
Semantic Medline6 developed 
by Tom Rindflesch and his col-
leagues at the National Library of 
Medicine. These systems enable 
computers to process data and in-
formation in ways that previously 
could not be done without human 
involvement.

An interesting and necessary 
variation on “open” data-intensive 
science is that schemes need to be 
developed that will allow reuse of 
data that—for privacy, proprietary, 
or security reasons—cannot be 
made publicly accessible. An ex-
ample is data that involve human 
subjects, which are subject to pri-
vacy restrictions. Aggregations of 
such data need to be constructible 
without revealing the individual 
data records. Anonymizing tech-
niques are also a possible way to 
make private information publicly 
accessible, but concerns about de-
anonymizing the data are delaying 
use of this technique. 

Infrastructure for the 
Second Scientific 
Revolution
In addition to the polices and re-
search needed to accomplish the 
goals of FAIR data, there remains 
the infrastructure issue of where to 
store the data. Recent developments 
in cloud computing provide one 
ready answer to this need. In Europe, 
the Open Science Cloud project 
(https://ec.europa.eu/research/
openscience/index.cfm?pg=open 
-science-cloud) and in the US, 
the Internet2 Net+ project (www. 
internet2.edu/vision-initiatives/ 
initiatives/internet2-netplus/) are  

early examples of the application of 
cloud computing to the storage of re-
search data and information. 

Progress Toward Data-
Intensive Science
Some disciplines, such as astron-
omy, are leaders in establishing 
metadata standards that enable 
reuse of their data. In fact, it is 
said that use of these standards 
has redefined the discipline 
(www.ivoa.net), enabling all con-
forming observations of an area 
of the sky to be digitally overlaid. 
Now, not only can astronomi-
cal phenomena be captured, but 
also systematic changes in those 
phenomena can be studied. An-
other well-known example of 
the development and use of fair 
data is the human genome proj-
ect. By standardizing the data 
formats and requiring research-
ers to populate a public genomic 
database (and by developing in-
creasingly automated processing 
techniques), the human genome 
was decoded, and a new era of bi-
ology was begun.

Many disciplines are developing 
new approaches and standards for 
data as we enter the era of data-
intensive science. Some observers 
have called data-intensive sci-
ence the fourth paradigm (http:// 
research.microsoft.com/en-us/ 
collaboration/fourthparadigm/),  
the first three paradigms of science 
being experimental/observational, 
theoretical, and computational. 
But a danger exists in that disci-
plines tend to develop their data 
standards in isolation. To be of 
greatest use, the reusability of data 
needs to be interdisciplinary, not 
just within a discipline. This will 
require that research data stan-
dards be developed with an eye 
toward interdisciplinary reusability. 
Perhaps a subfield of applied data 
science will emerge that will as-
sist the disciplines to develop their 
data standards with this goal in 

mind. The “new” field of data sci-
ence provides a unifying frame-
work for the individual disciplines, 
each of which has its own data and  
its own established processes for 
dealing with that data (https://dl. 
dropboxusercontent.com/u/23421017/ 
50YearsDataScience.pdf).

W e currently have the vi-
sion of open science and 
some specific examples 

of using data to reinvent disciplines 
(such as astronomy and genetics). But 
the problem of the general interop-
erability of heterogeneous data is 
harder than the problem of interop-
erability of heterogeneous networks 
(which was solved by the Internet) 
and remains to be solved. Neverthe-
less, more disciplines are redefining 
themselves through data-intensive 
science. The research to increase the 
scope of what’s possible is active, the 
infrastructure to store the data is un-
der development, and the policies to 
incentivize scientists to publish their 
data are emerging. A new scientific 
revolution is in the offing. 
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Careers in Emerging 
Technologies: Databases and 
Data Science

F or this issue of ComputingEdge, we asked 
Andy Pavlo—assistant professor of data-
baseology in Carnegie Mellon Universi-

ty’s Computer Science Department—about career 
opportunities in emerging technology fi elds involv-
ing databases and data science. Pavlo’s research 
interests are database management systems—
specifi cally main memory, nonrelational, and 
transaction-processing systems—and large-scale 
data analytics. He authored the article “Emerging 
Hardware Trends in Large-Scale Transaction Pro-
cessing” in IEEE Internet Computing’s May/June 
2015 issue. 

ComputingEdge: What careers in emerging tech-
nologies in your fi eld will see the most growth in 
the next several years?

Pavlo: Artifi cial intelligence, more specifi cally 
machine learning, will continue to be the hot 
growth area for the foreseeable future in database- 
and data-science-related fi elds. Developers who 
can design high-performance systems to support 
complex, data-intensive applications will surely be 
in demand for at least several years. 

ComputingEdge: What would you tell college 
students to give them an advantage over the 
competition?

Pavlo: No company or organization starts a new 
software project from scratch. Thus, it’s good to 
have the ability to work on existing code bases 
with little or no guidance or documentation. The 
most ideal employees are those who can start 
quickly on a project that consists of a large amount 
of existing code they didn’t write. The good way to 
learn this skill is through practice.

ComputingEdge: What advice would you give 
people changing careers midstream?

Pavlo: You must always work hard. And you have 
to stay up-to-date with the latest database sys-
tems, machine-learning tools, and data-analysis 
frameworks. Luckily, we live in an era where every-
one is releasing their software as open source, so 
it’s easier for people to try things out at home. The 
best way to pick up new skills is to pick a hobby 
project and then build it out using a new piece of 
software that you want to learn more about.
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ComputingEdge: What do you consider to be the 
best strategies for professional networking?

Pavlo: You need to be visible. Simply making a 
LinkedIn page isn’t enough. You must advertise 
what you have to off er. This means you should 
write a blog, build out your GitHub portfolio, con-
tribute to open source projects, attend and give 
talks at meet-ups, and/or volunteer for hack-
athons. All of this shows potential employers that 
you are enthusiastic about computers and tech-
nology. Every little bit helps.

ComputingEdge: What should applicants keep 
in mind when applying for emerging-technology 
jobs?

Pavlo: The fi eld is moving fast, but having a 
good computer-science foundation will serve 

you well no matter what the current technology 
trend is.

C omputingEdge’s Lori Cameron inter-
viewed Pavlo for this article. Contact her 
at l.cameron@computer.org if you would 

like to contribute to a future ComputingEdge arti-
cle on computing careers. Contact Pavlo at pavlo
@cs.cmu.edu. 

IEEE-CS Charles Babbage Award 
CALL FOR AWARD NOMINATIONS
Deadline 15 October 2017

ABOUT THE IEEE-CS CHARLES BABBAGE AWARD
Established in memory of Charles Babbage in recognition of significant 
contributions in the field of parallel computation. The candidate would 
have made an outstanding, innovative contribution or contributions to 
parallel computation. It is hoped, but not required, that the winner will 
have also contributed to the parallel computation community through 
teaching, mentoring, or community service.

CRITERIA
This award covers all aspects of parallel computing including 
computational aspects, novel applications, parallel algorithms, theory of 
parallel computation, parallel computing technologies, among others. 

AWARD & PRESENTATION
A certificate and a $1,000 honorarium presented to a single recipient. 
The winner will be invited to present a paper and/or presentation at 
the annual IEEE-CS International Parallel and Distributed Processing 
Symposium (IPDPS 2017).

NOMINATION SUBMISSION
Open to all. Nominations are being accepted electronically at www.
computer.org/web/awards/charles-babbage. Three endorsements are 
required. The award shall be presented to a single recipient.

NOMINATION SITE
awards.computer.org 

AWARDS HOMEPAGE
www.computer.org/awards

CONTACT US
awards@computer.org

Read your subscriptions through 
the myCS publications portal at 
http://mycs.computer.org.
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TENURE-TRACK/TENURED FACULTY 
POSITIONS. The Department of Com-
puter Science at Purdue University is in 
a phase of significant growth. Applica-
tions are solicited for seven tenure-track 
and tenured positions at the Assistant, 
Associate and Full Professor levels. 
Outstanding candidates in all areas of 
computer science will be considered. 
Review of applications and candidate 
interviews will begin in October 2016, 
and will continue until the positions are 
filled. The Department of Computer Sci-
ence offers a stimulating academic envi-
ronment with research programs in most 
areas of computer science. Information 
about the department and a description 
of open positions are available at http://
www.cs.purdue.edu. Applicants should 
hold a PhD in Computer Science or a 
related discipline, have demonstrated 
excellence in research, and strong 
commitment to teaching. Successful 
candidates will be expected to conduct 
research in their fields of expertise, 
teach courses in computer science, and 
participate in other department and 

university activities. Salary and bene-
fits are competitive, and Purdue is a du-
al-career friendly employer. Applicants 
are strongly encouraged to apply online 
at https://hiring.science.purdue.edu. 
Alternatively, hardcopy applications 
can be sent to: Faculty Search Chair, 
Department of Computer Science, 305 
N. University Street, Purdue University, 
West Lafayette, IN 47907. A background 
check will be required for employment 
in this position. Purdue University is an 
EEO/AA employer. All individuals, in-
cluding minorities, women, individuals 
with disabilities, and veterans are en-
couraged to apply.

CLOUDERA, INC. is recruiting for our 
Palo Alto, CA office: Solutions Architect: 
drive technical customer conversations, 
understand customer reqs & transfer 
acquired knowledge into a technical 
plan of action. Travel required. Tele-
commuting allowed. Mail resume w/job 
code #37212 to: Cloudera, Attn.: HR, 
1001 Page Mill Rd., Bldg. 2, Palo Alto, 
CA 94304.

CONFIGURATION SPECIALIST. General 
Motors, Detroit, MI. Improve connected 
customer exp. Desg, style, and dvlp 
Chrome extensions, using AngularJS, 
BootStrap and LESS, to validate search 
algorithm changes and configuration 
changes in MultiChannel Engine incldg 
browser responsive desg. Solve and 
manage dependencies using Bower and 
create automated builds and testing us-
ing Grunt and Jasmine. Build interface 
integrating merchant API with internal 
apps to harness Point of Interest infor-
mation for pre-matching and serving 
offers to consumers using Python 3.5, 
Pandas and NumPy libraries. Master, 
Computer Science or Electrical Engrg. 
12 mos exp as Computer Programmer 
or related, designing, styling, and dvlpg 
Chrome extensions, using AngularJS, 
BootStrap and LESS, to validate search 
algorithm changes and configuration 
changes in MCE incldg browser re-
sponsive desg. Mail resume to Alicia 
Scott-Wears, GM Global Mobility, 300 
Renaissance Center, MC:482-C32- D44, 
Detroit, MI 48265, Ref#35988.

Oracle America, Inc.
has openings for

IT DIRECTOR 
positions in Atlanta, GA.

Job duties include: Drive innovation and 
manage technical projects. Regularly 
interact with senior management on 
matters concerning several functional 
areas, and/or customers. Provide technical 
guidance, career development, perfor-
mance assessment, and mentoring to 
team members. May telecommute from 
home. 

Apply by e-mailing resume 
to raj.raina@oracle.com, 

referencing 385.13939.  
Oracle supports workforce diversity.

INFO TECH

Linkedin Corp. 
 has openings in our 

Sunnyvale, CA location for 

Talent Integration 
Solution Developer 

(6597.1460) 

Design, develop, test, deploy, 
support, & enhance custom web 
portals & integration solutions and 
seamlessly connect LinkedIn enter-
prise systems. 

Please email resume to:  
6597@linkedin.com. Must ref. job 

code above when applying.

TECHNOLOGY
Oracle America, Inc.

has openings for

TECHNICAL
ANALYST
 positions in Lehi, UT.

Job duties include: Analyze user 
requirements to develop, implement, 
and/or support Oracle’s global 
infrastructure.   

Apply by e-mailing resume to 
wael.ibrahim@oracle.com,

 referencing 385.19776.  

Oracle supports workforce diversity.

TECHNICAL
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Florida International University is classified by Carnegie as a R1: Doctoral Universi-
ties - Highest Research Activity and recognized as a Carnegie engaged university. It 
is a public research university with colleges and schools that offers 196 bachelor’s, 
master’s and doctoral programs in fields such as engineering, computer science, inter-
national relations, architecture, law and medicine. As one of South Florida’s anchor 
institutions, FIU contributes almost $9 billion each year to the local economy. FIU is 
Worlds Ahead in finding solutions to the most challenging problems of our time. FIU 
emphasizes research as a major component of its mission. FIU has awarded more than 
220,000 degrees and enrolls more than 54,000 students in two campuses and three 
centers including FIU Downtown on Brickell, FIU@I-75, and the Miami Beach Urban 
Studios. FIU’s Medina Aquarius Program houses the Aquarius Reef Base, a unique un-
derwater research facility in the Florida Keys. FIU also supports artistic and cultural 
engagement through its three museums: Patricia & Phillip Frost Art Museum, the 
Wolfsonian-FIU, and the Jewish Museum of Florida-FIU. FIU is a member of Conference 
USA and has more than 400 student-athletes participating in 18 sports. For more 
information about FIU, visit http://www.fiu.edu/. 
FIU’s School of Computing and Information Sciences (SCIS) is a rapidly growing 
program of excellence at Florida International University (FIU). The School has 
29 tenure-track faculty members and over 2,000 students, including over 90 
Ph.D. students. The School is engaged in on-going and exciting new and expand-
ing programs for research, education and outreach. The School offers B.S., M.S., 
and Ph.D. degrees in Computer Science, and M.S. degrees in Telecommunications 
and Networking, Cyber-security, and Information Technology as well as B.S./B.A 
degrees in Information Technology. NSF ranks FIU 43rd nationwide in externally- 
funded research expenditures. SCIS has six research centers/clusters with 
first-class computing and support infrastructure, and enjoys broad and dynamic 
industry and international partnerships.
We invite applications from exceptionally qualified faculty at all levels with 
particular emphasis on networking, cyber-security, computer systems or data 
sciences, and other related areas. Ideal candidates for junior positions should 
have a record of exceptional research in their early careers and a demonstrated 
ability to pursue and lead a research program. Candidates for senior positions 
must have an active and sustainable record of excellence in funded research, 
publications and professional service as well as demonstrated leadership in 
collaborative or interdisciplinary research. In addition to developing or expand-
ing a high-quality research program, all successful applicants must be committed 
to excellence in teaching at both the graduate and undergraduate levels. Appli-
cations are encouraged from candidates with highly transformative research 
programs and seminal ideas that extend the frontiers of computing and network-
ing across other disciplines. A Ph.D. in Computer Science or related disciplines is 
required. 

HOW TO APPLY:
Qualified candidates are encouraged to apply to Job Opening ID (Job Opening ID 
# 512441) at facultycareers.fiu.edu and attach a cover letter, curriculum vitae, 
statement of teaching philosophy, research statement, etc as individual attach-
ments. Candidates will be requested to provide names and contact information for 
at least three references who will be contacted as determined by the search com-
mittee. To receive full consideration, applications and required materials should 
be received by December 31, 2016. Review will continue until position is filled.
FIU is a member of the State University System of Florida and an Equal Opportunity, 
Equal Access Affirmative Action Employer. All qualified applicants will receive consid-
eration for employment without regard to race, color, religion, sex, national origin, 
disability status, protected veteran status, or any other characteristic protected by law.

Expedia, Inc.
has openings for the following

 positions in San Francisco, California 
(various/levels/types):

Software Engineers (Job ID#: 
728.SWE-ESF-DEC): Design, implement, 
and debug software for computers 
including algorithms and data structures. 
Technical Product Managers (Job ID#: 
728.TPM-ESF-DEC): Gather detailed 
business requirements from stakeholders 
and work closely with technology staff to 
translate requirements into functional 
designs and specifications.  

To apply, send resume to: Expedia Recruit-
ing, 333 108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID# .

TECHNOLOGY

CLOUDERA, INC. is recruiting for our 
San Francisco, CA office: Sr. Solutions 
Consultant: work with Cloudera cus-
tomers to install & implement CDH plat-
form & develop solutions on the Cloud-
era infrastructure. Travel required. Mail 
resume w/job code #34068 to: Cloud-
era, Attn.: HR, 1001 Page Mill Rd., Bldg. 
2, Palo Alto, CA 94304.

PROGRAMMER ANALYST. IT company 
in Matawan NJ seeks Programmer Ana-
lysts responsible for interacting with cli-
ents to gather requirements, preparing 
technical and functional specifications, 
creating various types of tests, trou-
bleshooting, maintaining, fine tuning 
applications, analyzing, designing, im-
plementing web based client/server ap-
plications utilizing knowledge of Java, 
J2EE, Servlets, JSP, Spring, Hibernate, 
JDBC, Java Script, XML, HTML, CSS, Or-
acle, SQL, WebSphere, WebLogic, Unix, 
Linux, Windows. Apply with 2 copies 
of resume to HR, Questsoft Solutions 
Inc, 432 State Rt.34, Ste#3A, Matawan, 
NJ-07747
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VIMO (DBA GETINSURED.COM) seeks 
User Interface Dvlper. to work w/ Engin./
Dsgn. team to trnslte. visual dsgns. to 
prdction. ready screens in HTML/CSS/
JS. Build new/improve interaction pat-
terns. Participate in dsgn./troublesht. 
SW. Resumes to Leslie Sullivan, GetIn-
sured.com, 1305 Terra Bella Ave., Moun-
tain View, CA 94043.

SENIOR SOFTWARE ENGINEER. War-
ren, MI, General Motors. Desg, dvlp 
&test embedded soft &device driver for 
Android based psgr vehicle infotainment 
sys on TI Jacinto 6 ARM processor plat-
form using embedded C/C++/Java lan-
guage, CAN bus analyzer tools, Android 
framework, Linux operating sys, MicroC/
OS-II RTOS &QNX real time operating 
sys. Desg &dvlp AUTOSAR based soft 
using Vector Inc tools DaVinci Config-
urator Pro for configuring BSW Module 
&DaVinci dvlpr tools to model soft cmpt 
for GM Global B architecture. Master, 
Electronics Engrg or Computer Science. 
3 years’ experience as Technical Archi-
tect or Engineer. Will accept bachelor 
or foreign equiv degree in Electronics 

Engrg or Computer Science, followed by 
at least 5 yrs of progressive exp in the 
specialty, in lieu of the required educa-
tion &exp. Will accept any equally suit-
able combination of education, training, 
&/or exp which would qualify appli-
cant to perform job offered. Required 
exp must include 36 mos exp desging, 
dvlpg &testing embedded soft &device 
driver for psgr vehicle infotainment sys 
on ARM processor platform using em-
bedded C/C++ &/or Java language, CAN 
bus analyzer tools &RTOS. Mail resume 
to Alicia Scott-Wears, GM Global Mobil-
ity, 300 Renaissance Center, MC:482-
C32-D44, Detroit, MI 48265, Ref#2661.

IT FIRM has multiple openings in India-
napolis & client sites. Sr. ETL Developers 
(#302) - Participate in all phases of ETL 
dvlp lifecycle. Analyze reqmnts, translate 
specs. Dsgn, dev, test ETL framework & 
processes for Data Mart & Data ware-
houses. Use techs such as IBM Datast-
age, Ab Initio, Oracle, Unix, Teradata, 
DB2. Reqs Bachelor’s w/5 yrs progr exp 
or Master’s w/3 yrs exp. Major: CS, CE or 
rel field. Cognos BI Developers (#303) 

- Dsng, dvlp, implmnt Cognos TM1 9.5.2 
applns using Oracle, SQL, PLSQL. Gather 
& analyze Data Warehouse & BI reqmnts. 
Dsng & dvlp dynamic cubes, framework 
manager. Test & optimize ETL. Reqs Mas-
ter’s in CS, CE, Bus Admin or rel field w/2 
yrs exp. Degree may be equiv or foreign 
equiv. Comb of edu/train’g/exp accepted. 
Some positions may require reloc to un-
anticipated client sites. Apply w/code# 
to HR, Brite Systems, 101 West Ohio St, 
#1010, Indianapolis, IN 46204. EOE.

CLOUDERA, INC. is recruiting for our 
Palo Alto, CA office: Design & implement 
large distributed systems that scale 
well – to petabytes of data and 10s of 
1000s of nodes. Mail resume w/job code 
#37128 to: Cloudera, Attn.: HR, 1001 Page 
Mill Rd., Bldg. 2, Palo Alto, CA 94304.

MPHASIS CORP. has multi openings at 
various levels for the follow’g positions at 
its office in NY, NY & unanticipated client 
sites thr/o the US 1. Info. Sys. Anyst* - Ana. 
& provide sys req & spec. 2. SW Dvlper* 
- Design, dvlp & modify SW sys. 3. Sys. 
Architect Dvlper* - Dvlp IT architecture 4. 
Graphic UI Desgr* - Design UI & perform 
UAT 5. N/W Infra Eng* - Maintain & TRBL 
n/w, design, dvlp, install n/w infra appl. 6. 
Business Operation Anyst* - Ana bus pro-
cess thru app of s/w sol. 7. IT Mgr* - Plan 
& manage the delivery of IT proj. 8. Enter-
prise Svc Engagem’t Mgr* - E2E sale of IT 
svc/prod. 9. Eng Engagem’t Mgr* - Manage 
& direct business integration of proj activ-
ities. 10. Mkt Dvlpt Mgr* - Promote IT svc/
prod. & impl bus plans. Must have a Bach-
elor/equiv and prior rel. exp, Master/equiv, 
or Master/equiv and prior rel. exp. Edu/exp 
req vary depending on position level/type. 
*Lead positions in this occupation must 
have Master/equiv+2yr or Bach/equiv+5yr 
progressive exp. Travel/relo req. Send 
resume & applied position to: recruitmen-
tus@mphasis.com or 460 Park Ave. S., Ste# 
1101, New York, NY 10016 Attn: Recruit.

SENIOR SOFTWARE ENGINEER (Mul-
tiple Positions Available) Full lifecycle 
application development (lifecycle of 
software or online app0lication devel-
opment, from initial conception of idea 
through design, coding, testing/quality 
control, debugging &amp; upkeep us-
ing various software languages such 
as C# ASP, NEAT, C++, Silverlight). 
OOA &amp; OOD, etc. Bachelor’s De-
gree in Computer Engineering or Com-
puter Information System or Computer 
Science plus 5 yrs exp. 40 hrs/wk. 
Job Site &amp; Intvu: Marina Del Rey, 
CA. Send resume to Solid Commerce 
att: A. Berkovich at alon.b@solidcom-
merce.com.

Oracle America, Inc.
has openings for

SOFTWARE
DEVELOPER

 positions in Seattle, WA.

Job duties include: Design, 
develop, troubleshoot and/or 
test/QA software. 

Apply by e-mailing resume 
to amit.fnu@oracle.com, 

referencing 385.19686.  

Oracle supports workforce diversity.

SOFTWARE
Oracle America, Inc.

has openings for

DATABASE
ADMINISTRATOR

 positions in San Bruno, CA.

Job duties include: Provide enterprise-
wide, database administration support for 
production systems and provide DBA 
services to application development 
teams, including database design, 
database generation, coding, and/or 
database production support. 

Apply by e-mailing resume to 
yogesh.kaudan@oracle.com, 

referencing 385.19404.  
Oracle supports workforce diversity.

 

TECHNOLOGY
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College of Engineering,  
Computing and Applied Sciences

Faculty Search for the 
C. Tycho Howle Chair in Computer Engineering 

Applications and nominations are sought for the C. Tycho Howle Chair in Computer En-
gineering. The endowed position will be filled by an individual who merits the rank of 
Professor with tenure and who has an internationally recognized record of outstanding 
scholarship. Outstanding candidates in all areas of computing will be considered; par-
ticularly desirable research areas include cyber security, cyber-physical systems, soft-
ware-defined networking, other areas of high-performance computing and networking, 
and software/data-enabled science. Applicants with expertise in cyber security and the 
security of cyber-physical systems are especially encouraged to apply. The person filling 
the Chair will hold a faculty position in the Holcombe Department of Electrical and Com-
puter Engineering. A joint appointment with the School of Computing is also possible. The 
holder of the Chair is expected to maintain affiliation and close collaboration with comput-
ing researchers across Clemson’s main campus and its multiple innovation campuses.
The Holcombe Department of Electrical and Computer Engineering is one of the largest 
and most active at Clemson, with 36 faculty members, 550 undergraduates and 200 grad-
uate students. Many members of the faculty are known internationally; they include eight 
IEEE Fellows, three endowed chairs, and four named professors. Externally funded re-
search expenditures exceeded $8.4 million in 2016. The Department and Clemson have 
highly successful computing-focused research programs in high-performance computing 
and networking; privacy, communications security, and secure control systems; and mo-
bile health devices.
Clemson University is the land-grant institution for the State of South Carolina enrolling 
approximately 17,100 undergraduates and 4,300 graduate students. Five interdisciplinary 
colleges house strong programs in architecture, engineering, science, agriculture, busi-
ness, social sciences, arts and education. A faculty of 1,400 and staff of 3,500 support 84 
undergraduate degree offerings, 73 master’s degree programs and 40 Ph.D. programs. 
An annual operating budget of approximately $956 million and an endowment of $623 
million fund programs and operations. The University has externally funded research ex-
penditures of $100 million per year. Research and economic development activities are 
enhanced by public-private partnerships at 3 innovation campuses and 6 research and 
education centers located throughout South Carolina. Clemson University is ranked 23rd 
among national public universities by U.S. News & World Report.
Applicants must have an earned doctorate in electrical engineering, computer engineer-
ing, or a closely related field. Applicants should submit a current curriculum vitae, state-
ments of research and teaching strategy, and a minimum of five references with full con-
tact information. Application material should be submitted electronically at the following 
Web link: https://apply.interfolio.com/39732
To ensure full consideration, applicants must apply by February 15, 2017; however, the 
search will remain open until the position is filled.
Clemson University is an AA/EEO employer and does not discriminate against any person or group on the 
basis of age, color, disability, gender, pregnancy, national origin, race, religion, sexual orientation, veteran 
status or genetic information. Clemson University is building a culturally diverse faculty committed to work-
ing in a multicultural environment and encourages applications from minorities and women.

ERICSSON INC. has openings for the 
following positions: TEST ENGINEER 
_ Ericsson Inc. has openings in AT-
LANTA, GA to provide support for cus-
tomer test case design/development, 
test case execution. To apply mail 
resume to Ericsson Inc. 6300 Legacy 
Drive, R1-C12 Plano, TX 75024 and 
indicate Job ID# 16-GA-2797. SOLU-
TIONS ARCHITECT _ Ericsson Inc. has 
openings in PLANO, TX to analyze 
customer business plans; propose 
technical & competence development 
solutions in new areas & domains to 
enhance customer’s competitive po-
sition. Position requires frequent do-
mestic and/or int’l travel. To apply mail 
resume to Ericsson Inc. 6300 Legacy 
Drive, R1-C12 Plano, TX 75024 and 
indicate Job ID# 16-TX-3838. ENGI-
NEER-SERVICES SOFTWARE _ Er-
icsson Inc. has openings in PLANO, 
TX to perform software loading, con-
figuration, integration, verif ication, 
troubleshooting of existing solutions 
at customer site/lab environment. Re-
quires 20% of domestic/int’l travel. 
To apply mail resume to Ericsson Inc. 
6300 Legacy Drive, R1-C12 Plano, TX 
75024 and indicate Job ID# 16-TX-
3627. PROJECT MANAGER _ Ericsson 
Inc. has openings in PLANO, TX to co-
ordinate small to medium sized com-
mercial, technology based projects or 
sub-projects. Up to 10% domestic/int’l 
travel may be required. To apply mail 
resume to Ericsson Inc. 6300 Legacy 
Drive, R1-C12 Plano, TX 75024 and 
indicate Job ID#16-TX-2665. ENGI-
NEER-SERVICES RF _ Ericsson Inc. 
has openings in PLANO, TX to per-
form radio network designs, RF tun-
ing & optimization & other RF related 
service activities. Telecommuting any-
where in the U.S. To apply mail resume 
to Ericsson Inc. 6300 Legacy Drive, 
R1-C12 Plano, TX 75024 and indicate 
Job ID# 16-TX-1143. PROJECT MAN-
AGER _ Ericsson Inc. has openings in 
PLANO, TX to schedule, track, & im-
plement projects supporting key cus-
tomer deliverables, drive cost, quality, 
& timeliness. Telecommuting is avail-
able for this position from anywhere 
in the US. To apply mail resume to Er-
icsson Inc. 6300 Legacy Drive, R1-C12 
Plano, TX 75024 and indicate Job ID# 
16-TX-3324. ENGINEER-RESEARCH _ 
Ericsson Inc. has openings in PLANO, 
TX to develop & integrate Proof Of 
Concept projects for the realization of 
ideas; demonstrate feasibility of the 
concept. Up to 30% domestic travel 
required. To apply mail resume to Er-
icsson Inc. 6300 Legacy Drive, R1-C12 
Plano, TX 75024 and indicate Job ID# 
16-TX-2617. 
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ENGINEER-SERVICES RF _ ERICSSON 
INC. has openings in PLANO, TX to per-
form radio network design, RF tuning & 
optimization & other RF related service 
activities for high capacity wireless net-
works using GSM, CDMA, LTE & WCDMA 
technologies. Up to 50% domestic travel 
required. To apply mail resume to Ericsson 
Inc. 6300 Legacy Drive, R1-C12 Plano, TX 
75024 and indicate Job ID# 16-TX-2505. 
SYSTEMS ANALYST _ Ericsson Inc. has 
openings in PLANO, TX to provide require-
ments to vendor for in-house application 
development; test & confirm deployed re-
quirements. Up to 10% international travel 
required. To apply mail resume to Ericsson 
Inc. 6300 Legacy Drive, R1-C12 Plano, TX 
75024 and indicate Job ID# 16-TX-2452.

ERICSSON INC. has openings for the fol-
lowing positions:
ENGINEER – SOFTWARE _ ERICSSON 
INC. has openings in SANTA CLARA, CA 
to perform technology investigation, ar-
chitecture definition, prototyping and de-
velopment of new software product. To 
apply, mail resume to Ericsson Inc. 6300 
Legacy Dr., R1-C12, Plano, TX 75024 & in-
dicate Job ID# 16-CA-3656.

TEST ENGINEER _ ERICSSON INC. has 
openings in BELLEVUE, WA to imple-
ment testing processes & methodology. 
Up to 15% domestic/ international travel.  
To apply mail resume to Ericsson Inc. 
6300 Legacy Drive, R1-C12, Plano, TX 
75024 & indicate Job ID# 16-WA-3077.
ENGINEER – SERVICES SOFTWARE _ 
ERICSSON INC. has openings in BEL-
LEVUE, WA to support Software Archi-
tects; develop detail technical design 
& business requirements for new de-
velopment or enhancement.  Up to 10% 
domestic travel. To apply mail resume 
to Ericsson Inc. 6300 Legacy Dr, R1-
C12, Plano, TX 75024 & indicate Job ID# 
16-WA-3681.
PROJECT MANAGER _ ERICSSON INC. 
has openings in PISCATAWAY, NJ to 
ensure contract for products & services 
are delivered to the customer & in quality 
standards; clarify project scope & secure 
resources. To apply mail resume to Erics-
son Inc. 6300 Legacy Dr, R1-C12 Plano, 
TX 75024 & indicate Job ID# 16-NJ-2786.
BUSINESS ANALYST _ ERICSSON INC. 
has an opening for the position of Busi-
ness Analyst in ATLANTA, GA to maintain 

support documentation for operational 
business processes in billing, finance 
and collection domains. To apply please 
mail resume to Ericsson Inc. 6300 Legacy 
Drive, R1-C12 Plano, TX 75024 and indi-
cate applying for Job ID# 16-GA-3637.
SOLUTION ARCHITECT _ ERICSSON 
INC. has an opening for the position of 
Solution Architect in PISCATAWAY, NJ 
responsible for maintenance of customer 
requirements utilizing Ericsson’s OSS 
and BSS portfolio.  Up to 20% domestic 
travel required.  To apply please mail re-
sume to Ericsson Inc. 6300 Legacy Drive, 
R1-C12 Plano, TX 75024 and indicate ap-
plying for Job ID# 16-NJ-3841.

MANAGER APPLICATION DEVEL-
OPER. Harland Clarke Corp. has an 
opening for the position of Manager 
Application Developer in San Anto-
nio, TX responsible for development & 
maintenance of distributed applications 
includes client interfaces & support 
services. To apply mail resume to Har-
land Clarke Corp, Attn: Monica [16-TX-
6174.27] 15955 La Cantera Pkwy, San 
Antonio, TX 78256.

Oracle America, Inc.
has openings for

TECHNICAL
ANALYST

positions in Colorado Springs, CO.

Job duties include: Analyze user require-
ments to develop, implement, and/or 
support Oracle’s global infrastructure. As a 
member of the IT organization, assist with 
the design, development, modifications, 
debugging, and evaluation of programs 
for use in internal systems within a 
specific function area. 

Apply by e-mailing resume to 
valerie.mayes@oracle.com,

 referencing 385.19938.  
Oracle supports workforce diversity.

TECHNICAL

Oracle America, Inc.
has openings for

HARDWARE
DEVELOPER
positions in Burlington, MA.

Job duties include: Evaluate reliability of 
materials, properties and techniques used 
in production; plan, design and develop 
electronic parts, components, integrated 
circuitry, mechanical systems, equipment 
and packaging, optical systems and/or DSP 
systems. 

Apply by e-mailing resume to 
john.saba@oracle.com, 
referencing 385.18009.  

Oracle supports workforce diversity.

TECHNOLOGY

Oracle America, Inc.
has openings for

SOFTWARE
DEVELOPERS

positions in Irvine, CA.

Job duties include: Design, develop, 
troubleshoot and/or test/QA 
software. May telecommute from 
home. 

Apply by e-mailing resume to 
yasin.cengiz@oracle.com, 

referencing 385.17086.  

Oracle supports workforce diversity.
 

SOFTWARE
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Holcombe Department of Electrical  
and Computer Engineering

Faculty Search in Computer Engineering 
The Holcombe Department of Electrical and Computer Engineering at Clemson Uni-
versity is seeking applicants for multiple computer engineering tenure-track or ten-
ured faculty positions at the rank of assistant professor or associate professor. The 
Department has a particular interest in applicants in the following technical areas: (1) 
high-performance computing with an emphasis on Big Data, high-performance net-
working, or accelerated computing architectures; (2) cyber security and cyber-physi-
cal system security; and (3) biomedical systems, mobile health systems, and biolog-
ically inspired cyber-physical systems. Outstanding assistant-professor candidates 
will be considered for the Warren Owens Assistant Professorship. 
The Holcombe Department of Electrical and Computer Engineering is one of the 
largest and most active at Clemson, with 36 faculty members, 550 undergraduates 
and 200 graduate students. Many members of the faculty are known internationally; 
they include eight IEEE Fellows, three endowed chairs, and four named professors. 
Externally funded research expenditures exceeded $8.4 million in 2016. The Depart-
ment and Clemson have highly successful computing-focused research programs in 
high-performance computing and networking; privacy, communications security, and 
secure control systems; and mobile health devices.
Clemson University is the land-grant institution for the State of South Carolina en-
rolling approximately 17,100 undergraduates and 4,300 graduate students. Five in-
terdisciplinary colleges house strong programs in architecture, engineering, science, 
agriculture, business, social sciences, arts and education. A faculty of 1,400 and staff 
of 3,500 support 84 undergraduate degree offerings, 73 master’s degree programs 
and 40 Ph.D. programs. An annual operating budget of approximately $956 million 
and an endowment of $623 million fund programs and operations. The University 
has externally funded research expenditures of $100 million per year. Research and 
economic development activities are enhanced by public-private partnerships at 3 in-
novation campuses and 6 research and education centers located throughout South 
Carolina. Clemson University is ranked 23rd among national public universities by 
U.S. News & World Report.
Applicants must have an earned doctorate in electrical engineering, computer engi-
neering, or a closely related field. Applicants should submit a current curriculum vitae, 
statements of research and teaching strategy, and a minimum of five references with 
full contact information. Application material should be submitted electronically at the 
following Web link: https://apply.interfolio.com/39731
To ensure full consideration, applicants must apply by February 15, 2017; however, 
the search will remain open until the position is filled.
Clemson University is an AA/EEO employer and does not discriminate against any 
person or group on the basis of age, color, disability, gender, pregnancy, national ori-
gin, race, religion, sexual orientation, veteran status or genetic information. Clemson 
University is building a culturally diverse faculty committed to working in a multicultur-
al environment and encourages applications from minorities and women.

LECTURER IN COMPUTING AND MET-
HEMATICAL SCIENCES, SEPTEMBER 
2017. The Department of Computing 
and Mathematical Sciences (CMS) at the 
California Institute of Technology invites 
applications for the position of Lecturer 
in Computing and Mathematical Sci-
ences. This is a (non-tenure-track) career 
teaching position, with full-time teaching 
responsibilities.  The start date for the po-
sition is September 1, 2017 and the initial 
term of appointment can be up to three 
years. The lecturer will teach introduc-
tory computer science courses including 
data structures, algorithms and software 
engineering, and will work closely with 
the CMS faculty on instructional matters.  
The ability to teach intermediate-level 
undergraduate courses in areas such as 
software engineering, computing sys-
tems or compilers is desired. The lec-
turer may also assist in other aspects of 
the undergraduate program, including 
curriculum development, academic ad-
vising, and monitoring research projects. 
The lecturer must have a track record of 
excellence in teaching computer science 
to undergraduates.  In addition, the lec-
turer will have opportunities to partici-
pate in research projects in the depart-
ment. An advanced degree in Computer 
Science or related field is desired but not 
required. Applicants are encouraged to 
have all materials submitted by January 
15, 2017, though applications will con-
tinue to be accepted until the position is 
filled. Please view the application instruc-
tions and apply on-line at https://applica-
tions.caltech.edu/job/cmslect  The Cali-
fornia Institute of Technology is an Equal 
Opportunity/Affirmative Action Employer.  
Women, minorities, veterans, and dis-
abled persons are encouraged to apply.

PROCESS ENGINEER. Tupperware U.S., 
Inc. currently has an opening in Hem-
ingway, SC for a Process Engineer to 
develop tests and implement process 
improvements within the manufacturing 
environment including revising produc-
tivity standards and designing produc-
tion floor layouts. Mail resume to DeJuan 
Hinson, Sr. Manager, Human Resources 
at 248 Tupperware Road, Hemingway, 
South Carolina 29554, referencing Job 
ID 11058.18
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Expedia, Inc.
has openings for the following positions in 
Chicago, Illinois (various/levels/types):

Software Engineers (Job ID#: 728.SWE-
EC-DEC): Design, implement, and debug 
software for computers including 
algorithms and data structures. Managers, 
Engineering (Job ID#: 728.2183):  Respon-
sible for architecture, design, construction, 
testing, and implementation of software. 
Technical Product Manager (Job ID#: 
728.2390): Gather detailed business 
requirements from stakeholders and work 
closely with technology staff to translate 
requirements into functional designs and 
specifications. 

To apply, send resume to: Expedia Recruit-
ing, 333 108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID#.

TECHNOLOGY

Expedia, Inc.
has openings for the following

 positions in Bellevue, Washington 
(various/levels/types):

Software Engineers (Job ID#: 728.SWE-
DEC): Design, implement, and debug 
software for computers including 
algorithms and data structures. Managers, 
Information Technology (Job ID#: 
728.1028): Manage database, network, 
security and assurance, and systems for 
internet travel service company. Systems 
Administrators (Job ID#: 728.1706): 
Administer complex systems and provide 
operational (tier 3) support services for 
assigned systems. 

To apply, send resume to: Expedia Recruit-
ing, 333 108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID#.

TECHNOLOGY

HomeAway.com, Inc
has openings for

SENIOR 
DATABASE

ADMINISTRATORS
(Job ID#: 728.4145)

in Austin, Texas: 

Design, build, and maintain MS 
SQL data. Responsible for main-
taining existing MS SQL environ-
ments. 

To apply, send resume to: 
HomeAway/Expedia Recruiting, 
333 108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID#.

TECHNOLOGY

Egencia LLC
has openings for the following 
positions in Chicago, Illinois 

(various/levels/types):

SOFTWARE
ENGINEERS

(Job ID#: 728.SWE-EGC-DEC) 

Design, implement, and debug 
software for computers including 
algorithms and data structures. 

To apply, send resume to: 
Egencia/Expedia Recruiting, 333 
108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID#.

SOFTWARE

Oracle America, Inc.
has openings for

SYSTEMS
ANALYST

 positions in Redwood Shores, CA.

Job duties include: As a member of the 
Support organization, focus is to deliver 
post-sales support and solutions to the 
Oracle customer base while serving as an 
advocate for customer needs. Travel to 
various unanticipated sites throughout the 
United States required. May telecommute 
from home. 

Apply by e-mailing resume to 
Thomas.Biggar@oracle.com, 

referencing 385.20733.  

Oracle supports workforce diversity.
 

TECHNOLOGY

Expedia, Inc.
has openings for

ECOMMERCE
MANAGERS

(Job ID#: 728.1759) 

in Dallas, Texas:

Develop understanding of website 
experience and develop recommen-
dations to improve customer engage-
ment and conversion for internet 
travel service company. 

To apply, send resume to: Expedia 
Recruiting, 333 108th Avenue NE, 
Bellevue, WA 98004. Must reference 
Job ID#.

TECHNOLOGY
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TECHNOLOGY

Intuit Inc. 
has openings for the following positions in Mountain View, California: 

Software Engineers (Job code: SW1216): Apply software development practices to design, implement, and support individual 
software projects. Work on problems of moderate scope and complexity where analysis of situations or data requires a review 
of multiple factors of the overall product and service. Review product requirements and architecture to understand and imple-
ment software projects. Senior Software Engineers (Job code: SSW1216): Exercise senior level knowledge in selecting meth-
ods and techniques to design, implement, modify and support a variety of software products and services to meet user or 
system specifications. Work on problems of complex scope where analysis of data requires evaluation of multiple factors of the 
overall product and service. Analyze and synthesize a variety of inputs to create software and services.  Staff Software 
Engineers (Job code: STSW1216): Apply master level software engineering and industry best practices to design, implement, 
and support software products and services. Evaluate the most relevant factors and exercise independent judgement in the 
creation, design, implementation or modification of software and services. Act as a technical lead for complex projects. 
Software Engineers in Quality (Job code: SWQ1216): Apply best software engineering practices to ensure quality of products 
and services by designing and implementing test strategies, test automation, and quality tools and processes. Work within a 
moderate scope, covering a range of technologies and level of complexity where analysis of situations or data requires a review 
of multiple factors to ensure quality of the overall product or service. Review product requirements and architecture to create 
and implement quality engineering requirements.  Senior Software Engineers in Quality (Job code: SSWQ1216): Apply 
senior level software engineering practices and procedures to design, influence, and drive quality and testability of products and 
services. Work within complex scope, covering a range of technologies and level of complexity where analysis of situations or 
data requires a review of multiple factors to ensure quality of the overall product or service. Exercise judgment in application of 
methods and procedures to ensure quality products and services. Staff Systems Engineers (Job code: I-2791): Install and 
maintain Linux systems. Monitor a production Linux environment for problems and resolve problems when identified.
 

Positions in San Diego, California: 
Software Engineers (Job code: SSW1216-SD): Exercise senior level knowledge in selecting methods and techniques to design, 
implement, modify and support a variety of software products and services to meet user or system specifications. Senior 
Software Engineers (Job code: SSW1216-SD): Exercise senior level knowledge in selecting methods and techniques to design, 
implement, modify and support a variety of software products and services to meet user or system specifications. Senior Data-
base Administrators (Job code: I-2721):  Exercise senior-level knowledge to define database definition, structures, documen-
tation, upgrades, requirements, operational guidelines and protection.
 

Positions in Plano, Texas: 
Data Engineers (Job code: I-2209) :  Design, develop, and implement data movement and integration processes in preparation 
for analysis, data warehousing, and operational data stores, involving very large quantities of data.

 
To apply, submit resume to Intuit Inc., Attn: Olivia Sawyer, J203-6, 2800 E. Commerce Center Place, Tucson, AZ 85706. 

You must include the job code on your resume/cover letter.  Intuit supports workforce diversity.
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Juniper Networks is recruiting for our Sunnyvale, CA office:
Software Engineer #25191: Design, de-
velop, troubleshoot and debug prod-
uct enhancements to meet customer 
demands.
ASIC Engineer #37036: Design develop, 
architect, and modify high-performance 
blocks for the latest, most advanced net-
working ASICs. 
Software Engineer #39710: Design, de-
velop, troubleshoot and debug detailed 
software functional and design specifi-
cations for Company switching prod-
ucts and operating system.
Software Engineer Staff #16503: Define, 
architect, develop, troubleshoot and 
debug features and enhancements of 
software programs.
Technical Marketing Engineer #31986: 
Develop field deliverables for cross fea-
ture integration, solutions and Proof of 
Concepts for security firewall products.
Technical Support Engineer #28844: Pro-
vide technical support for high priority 
issues affecting a limited number of 
customers with Advanced Service con-
tracts, on specific Company products.
Software Engineer #40574: Analyze, de-
sign, program, debug and modify soft-
ware modules for Company products in 
timing, data forwarding, and networking 
protocol areas.
Lab SW Services Admin #31548: Archi-
tect, design, develop, modify and eval-
uate network topologies and integrate 
them with (Layer 1) robotic and electri-
cal switches for test automations and 
replications.
Software Engineer #29633: Analyze, 
design, program, debug, and modify 
web-based, high performance and large 
scale network application platforms and 
suites.

Functional Systems Analyst #36441: 
Identify, evaluate, develop, deliver, and 
support automated solutions for Man-
ufacturing and Product Lifecycle Man-
agement (PLM) business groups.
Hardware Engineer #31010: Develop 
signal integrity design rules for boards, 
packages, and ASICs with high-speed 
electrical interfaces. Parameter ex-
traction and simulation of high-speed 
parallel and Serdes IO interfaces.
Software Engineer #40127: Design, devel-
op, unit test, troubleshoot and maintain 
embedded networking software pro-
grams running on Company switching 
products.
Technical Support Engineer Staff #6041: 
Provide technical support directly to 
our customers and partners on complex 
Secured Routing products.
Functional Systems Analyst #27239: An-
alyze business process, gather project 
requirements, and contribute to the de-
sign and review workshops. Design and 
document the solution blueprint to ad-
dress complex business problems.
Technical Support Engineer Staff #16314: 
Provide technical support and handle 
high priority issues for a limited num-
ber of customers with Advanced Ser-
vice contracts, on specific Company 
products.
Software Engineer #6654: Responsible 
for the architecture, design, implemen-
tation, and maintenance of the config-
uration infrastructure software. Write 
and review functional and design speci-
fications related to the software.
Software Engineer Staff #17309: Analyze, 
design, program, debug, and modify 
existing and new router services for JU-
NOS software.

Juniper Networks is recruiting for our Herndon, VA office:
Technical Support Engineer #35363: Deliver in-depth diagnostics and root-cause anal-
ysis for network impacting issues on Juniper’s products (internet backbone routers) 
to large internet service providers and enterprise customers.

Juniper Networks is recruiting for our Westford, MA office:
ASIC Engineer #34128: Create test plans and testing architectures for high-speed Ap-
plication Specific Integrated Circuits (ASICs).

Mail single-sided resume with 
job code # to 

Juniper Networks
Attn: MS A.4.435

1133 Innovation Way
Sunnyvale, CA 94089

CAREER OPPORTUNITIES

Orbitz Worldwide, LLC
has openings for the following 
positions in Chicago, Illinois 

(various/levels/types):

SOFTWARE
ENGINEERS

(Job ID#: 728.SWE-ORC-DEC) 

Design, implement, and debug 
software for computers including 
algorithms and data structures. 

To apply, send resume to: 
Orbitz/Expedia Recruiting, 333 
108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID#.

SOFTWARE

Oracle America, Inc.
has openings for

TECHNICAL
ANALYST

positions in Burlington, MA.

Job duties include: Analyze user 
requirements to develop, implement, 
and/or support Oracle’s global 
infrastructure. 

Apply by e-mailing resume to 
mike.solak@oracle.com, 

referencing 385.18913.  

Oracle supports workforce diversity.

TECHNICAL
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Oracle America, Inc.
has openings for

SYSTEMS
ANALYST-SUPPORT

 positions in Redwood Shores, CA.

Job duties include: Analyze user require-
ments, procedures, and problems to 
automate or improve existing systems and 
review computer system capabilities, 
workflow, and scheduling limitations. 
Some travel may be required to work on 
projects at various, unanticipated sites 
throughout the United States. May 
telecommute from home. 

Apply by e-mailing resume 
tosj.kitterman@oracle.com, 

referencing 385.16903.  
Oracle supports workforce diversity.

TECHNOLOGY

Oracle America, Inc.
has openings for

 TECHNICAL
ANALYSTS-
SUPPORT 

 positions in Orlando, FL.

Job duties include: Analyze user 
requirements to develop, implement, 
and/or support Oracle’s global 
infrastructure. 

Apply by e-mailing resume to 
naveenkumar.kalla@oracle.com 

referencing 385.19610.  
Oracle supports workforce diversity.

TECHNICAL
Oracle America, Inc.

has openings for

SOFTWARE
DEVELOPMENT
CONSULTANT

positions in Solon, OH.

Job duties include: Design, develop, 
troubleshoot and debug software 
programs for databases, applications, 
tools, networks etc. Assist in defining and 
developing software for tasks associated 
with the developing, debugging or design-
ing of software applications or operating 
systems. 

Apply by e-mailing resume to 
jose.mari.barroa@oracle.com, 

referencing 385.18244.  
Oracle supports workforce diversity.

SOFTWARE

Oracle America, Inc.
has openings for

SOFTWARE
DEVELOPER

positions in Bedford, MA.

Job duties include: assisting in defining 
and developing software for tasks 
associated with the developing, debug-
ging or designing of software applica-
tions or operating systems and providing 
technical leadership to other software 
developers. 

Apply by e-mailing resume to 
jay.miller@oracle.com, 
referencing 385.19255.  

Oracle supports workforce diversity.
 

SOFTWARE
Oracle America, Inc.

has openings for

TECHNICAL
ANALYST

 positions in Lehi, Utah.

Job duties include: Analyze user 
requirements to develop, implement, 
and/or support Oracle’s global 
infrastructure. 

Apply by e-mailing resume to 
paul.merideth@oracle.com, 

referencing 385.19715.  

Oracle supports workforce diversity.

TECHNICAL

Egencia LLC
has openings for the following 

positions in Bellevue, Washington
(various/levels/types):

SOFTWARE
ENGINEERS

(Job ID#: 728.SWE-EGB-DEC)

Design, implement, and debug 
software for computers including 
algorithms and data structures. 

To apply, send resume to: 
Egencia/Expedia Recruiting, 333 
108th Avenue NE, Bellevue, WA 
98004. Must reference Job ID# .

SOFTWARE
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Apple Inc. has the following job opportunities in Cupertino, CA:

Business Systems Analyst (Req# 
A7T2MS) Own end-to-end sys 
onboarding activities for new us-
ers & update data within sys.

Regional Management Con-
sultant, US Field Service (Req# 
9FE4LL) Advise on Apple’s Auth 
Serv Provider network to ensure 
flawless execut of post-sales sup-
port for customers w/in N Amer-
ica. Travel req 30%.

Hardware Development Engineer 
(Req# 9H3UV9) Dsgn, spcfy, & 
prfrm qualification of display 
components used in Apple prdcts. 
Travel req. 20%.

Systems Design Engineer (Req# 
9G839J) Test cellular telephony 
functionality of iOS devices. 
Travel req: 30%.

Hardware Development Engineer 
(Req# 9W3PKQ) Des & dev touch 
HW solutions. Travel req’d 20%.

Software Engineer Applications 
(Req# A7247X) Des & dev inter-
fcs with back-end ordr procesng 
systms.

Systems Design Engineer (Req# 
9XS2HQ) Resp for multi-radio 
co-existence prfrmnc eval, data 
anlyss, & dsgn optmztn. Travel 
required 25%.

Software Development Engineer 
(Req# 9WWUTM) Respnsble for 
the quality of Cntcts apps & in-
frastrctre for iOS.

Dev Ops Engineer (Req# 
A8D2BW) Supprt & optimize 
Java runtime envirnmnt build, de-
livry, & dplymnt pipeline.

Software Development Engineer 
(Req# 9HDN36) Rspnsble fr cn-
trbtng to nxt-gnrtion location, 
motion actvty & contxtual fe-
atres by  usng Mchne Lrning & 

Big Data technqus & implmntng 
on trget pltfrms.

Software Engineer, Applications 
(Req# 9GJ5K72ND) Dsgn & dvlp 
SW for iTunes App Store. 

Software Engineer Applica-
tions(Req# 9UG54J2ND) Dev 
user intfce on custmr facing-prod 
rel to iTunes Store.

Systems Design Engineer (Req# 
A223L4) Prfrm RF prmtrc qulfctn 
& eval. Travel required 20%.

Hardware Development Engineer 
(Req# 9K4Q7D) Lead a givn pr-
jct frm concpt phase to mass prdc-
tion in collbration w/ various eng 
teams to dvlp audio feats. Travel 
req. 25%.

Hardware Development Engineer 
(Req# A9VUW5) Rspnsble for 
acoustic validation & measure-
ment of audio perfmnces for key 
Apple devices. Travel req. 20 %.

Software Development Engineer 
(Req# 9KXRFE) Archtct & des 
full-stack systms to eval overall 
qlty of Apple prods.

Software Engineer Applications 
(Req# A5BTK7) Rsearch, dsgn, 
dvlp & implmnt highly available 
cntrlzed athrztion srvce.

Software Development Engineer 
(Req# AA8UUP) Dsgn  & dev 
SW to delvr dynamic map data to 
clients. 

Software Development Engineer 
(Req# AFCUGT) Dev flash stor-
age firmware.

Mechanical Design Engineer 
(Req# 9DLRGB) Dev mech man-
ufac prcesses. Dev new prcesses 
in the area of blasting, tumbling, 
polishing, lapping & anodizing. 
Travel req’d 30%.  

Software Development Engineer 
(Req# 9FZ2M6) Des & dev SW 
for a map nav sys.

Software Engineer Applications 
(Req# 9UYNWE) Investigate SW, 
HW & infrastruct issues for digi-
tal supply chain content.

Software Development Engineer 
(Req# A6T6VE) Dvlp, dsgn, & 
implement architecture for SW 
components. 

Software Development Engineer 
(Req# AAZ2VX) Dsgn & dvlp 
Cellular SW features.   

Technical Project Lead (Req# 
A3D3WD) Rspnsible for large 
scale infrastructure deployments 
for applications.

ASIC Design Engineer (Req# 
9UW445) Responsible for design-
ing phase-locked loops.

Software Engineer Applications 
(Req# ACAT2U) Admin, config 
& maintn SAP & SAP sys.

Systems Design Engineer (Req# 
9G92PS) Rspnsbl for RF paramet-
ric qualifictn, eval & adherence to 
carrier & industry standard req’s.

Professional Services Consultant 
(Req# 9WJSW5) Establish & ex-
ecute prjct governance & weekly 
reporting per standrds of PMO 
office. 

Software Engineer Applications 
(Req #A44P5C) Eng SW solutions 
for purchasing all types of content 
on iTunes Store.

Hardware Development Engi-
neer (Req# A9FVXV) Des and 
implmnt SW arch feats to unify 
a suite of algorithm capabilities. 
Travel req’d: 25%.

Human Fact Design Engineer 
(Req# 9GXVYL) Invent & des 
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user interfaces for new SW & 
HW tech.  

Systems Design Engineer (Req# 
9EZW5N) Des, dev, impl, debug, 
& deploy hi precsn electromech 
sys for hi vol consmr electrncs 
test. Travel req: 25%. 

Software Engineer Applications 
(Req# 9Z534K) Des & dev tools 
and autmtd test frmewrks for the 
Device Srvces team. 

Software Development Engineer 
(Req# 9D5Q3U) Manage, plan, 
& supervise the dev for compilers 
for pre-silicon graphcs procssrs.

Software Development Engineer 
(Req# A2WVJV) Des & dev WiFi 
firmware in iOS/OSX prods w/ 
Real-Time System. 

Software Development Engineer 
(Req# 9GW4QA) Des & dev map 
styles, assets, & behaviors for SW  
mapping systms.

Software Engineer Applications 
(Req# 9JG238) Des, implmnt, & 
execute test plans & suites based 
on specifictn docs. 

Software Engineer Applications 
(Req# 9UPTNV) Des & dev SW 
progms for data anlysis to ensure 
accurcy & cnsistncy.

Software Engineer Applications 
(Req# A2L38H) Des & dev SW & 
world-class apps for Apple iCloud 
Svcs. 

Engineering Project Specialist 
(Req# AF2W5K) Dev & deliver 
complex cross-functional SW 
eng apps focused in electronic 
commerce.

Software Engineer Applications 
(Req# A6R4CH) Des, dev & 
maintain distrib data processing 
pipelines using Apache Oozie.

Software Engineer Systems (Req# 
9M7TUT) Dsgn & dev SW for 
future input tech.

Software Development Engineer 
(Req# 9D937J) Intgrtng, cstmzng 
& mntaining bsbnd prtcl SW, prt-
clrly in 3GPP, UMTS and (LTE) 
w focus on cellular baseband API 
dsgn & SIM cntrl logic.

Software Development Engineer 
(Req #9SAUBU) Des & dev al-
gorithms for img processing for 
photo sys.

Software Development Engineer 
(Req# 9YDUY4) Des & dev SW 
for internal build sys.

Software Development Engineer 
(Req# 9Y2Q7G) Des & dev test 
automation in location SW feats 
on Apple prods.

Mechanical Design Engineering 
Manager (Req# 9B7T6H) Dvlp 
mnfctrng prcss, prcss flow, & en-
sure stable prdctn for Soft Goods 
prdcts. Trvl req 30%.

Systems Design Engineer (Req# 
9N83FW) Dsgn, dvlp, & opt-
mze RF atmtn sys used on Apple 
prdcts like iPhone, iPod & iPad. 
Trvl req 25%.

Software Development Engineer 
(Req# A7Z3DB) (Multiple Posi-
tions) Admnstr big data ecosys 
for data anlytcs group of Internet 
Services.

Software Development Engineer 
(Req# A8E2C5) Diagnose proto-
col issues in lab and field testing.

Systems Design Engineer (Req# 
9FE3NA) Prfm lab-based exprm-
nts to quantify OTA RF sensitiv-
ity prfrmnce data across mltple 
radio technlgies.

Refer to Req# & mail resume to

Apple Inc., ATTN: D.W.,  
1 Infinite Loop 104-1GM 
Cupertino, CA 95014.

Apple is an EOE/AA m/f/disability/vets.
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Cisco Systems, Inc. is accepting resumes for the following positions: 
ALLENTOWN, PA: Hardware Engineer (Ref.# ALL1): 
Responsible for the specification, design, development, test, 
enhancement, and sustaining of networking hardware.

AUSTIN, TX: Technical Lead/Leader (Ref.# AUS10): 
Lead engineering groups on projects to design, develop or test 
hardware or software products. Software Engineer (Ref.# 
AUS2): Responsible for the definition, design, development, 
test, debugging, release, enhancement or maintenance of 
networking software. Software/QA Engineer (Ref.# 
AUS11): Debug software products through the use of 
systematic tests to develop, apply, and maintain quality 
standards for company products.

BELLEVUE, WA: Consulting Systems Engineer (Ref.# 
BEL3): Provide specific end-to-end solutions and architecture 
consulting, technical and sales support for major ac count 
opportunities at the theater, area, or operation level.

BOXBOROUGH, MA: Network Consulting Engineer 
(Ref.# BOX 20): Responsible for the support and delivery of 
Advanced Services to company’s major accounts. Telecommuting 
permitted. 

COLUMBIA, MD: Software Engineer (Ref.# COLU1): 
Responsible for the definition, design, development, test, 
debugging, release, enhancement or maintenance of networking 
software.

FULTON, MD: Software/QA Engineer (Ref.# FUL2): 
Debug software products through the use of systematic tests 
to develop, apply, and maintain quality standards for company 
products. Software Engineer (Ref.# FUL1): Responsible 
for the definition, design, development, test, debugging, release, 
enhancement or maintenance of networking software.

HERNDON, VA: Technical Solutions Architect (Ref.# 
HER8): Responsible for IT advisory and technical consulting 
services development and delivery.

ISELIN/EDISON, NJ: Consulting Systems Engineer 
(Ref.# ED12): Provide specific end-to-end solutions and 
architecture consulting, technical and sales support for major 
account opportunities at the theater, area, or operation level. 
Telecommuting Permitted. 

LAWRENCEVILLE, GA: Customer Support Engineer 
(Ref.#: LV6): Responsible for providing technical support 
regarding the company’s proprietary systems and software.

MIAMI, FL: Systems Engineer (Ref.# MIA2): Provide 
business-level guidance to the account team or operation on 
technology trends and competitive threats, both at a technical 
and business level. Systems Engineer (Ref.# MIA45): 
Provide business-level guidance to the account team or 
operation on technology trends and competitive threats, both at 
a technical and business level. Telecommuting Permitted.

MOORESTOWN, NJ: Network Consulting Engineer 
(Ref.# MOO2): Responsible for the support and delivery of 
Advanced Services to company’s major accounts.

NEW YORK, NY: Systems Engineer (Ref.# NY5): 
Provide business-level guidance to the account team or operation 
on technology trends and competitive threats, both at a technical 
and business level. 

OVERLAND PARK, KS: Network Consulting Engineer 
(Ref.# OVE1): Responsible for the support and delivery of 
Advanced Services to company’s major accounts.

PHOENIX, AZ: Network Consulting Engineer (Ref.#: 
PHO5): Responsible for the support and delivery of Advanced 
Services to company’s major accounts. Telecommuting permitted 
and travel may be required to various unanticipated locations 
throughout the United States. Network Consulting 
Engineer (Ref.#: PHO1): Responsible for the support and 
delivery of Advanced Services to company’s major accounts. 

PLEASANTON, CA: Systems Engineer (Ref.# PL10): 
Provide business-level guidance to the account team or operation 
on technology trends and competitive threats, both at a technical 
and business level. Telecommuting permitted.

RESEARCH TRIANGLE PARK, NC: Solutions Architect 
(Ref.# RTP695): Responsible for IT advisory and technical 
consulting services development and delivery. Travel may be 
required to various unanticipated locations throughout the United 
States. Solutions Consultant (Ref.# RTP518): Perform 
as a technical lead to design, migrate, deploy and support 
deployments on company platforms. Telecommuting permitted 
and travel may be required to various unanticipated locations 
throughout the United States. Network Consulting Engineer 
(Ref.# RTP2): Responsible for the support and delivery of 
Advanced Services to company’s major accounts. Customer 
Support Engineer (Ref.# RTP1): Responsible for providing 
technical support regarding the company’s proprietary systems 
and software. Customer Support Engineer (Ref.# 
RTP203): Responsible for providing technical support regarding 
the company’s proprietary systems and software. Travel may be 
required to various unanticipated locations throughout the United 
States. Network Consulting Engineer (Ref.# RTP145): 
Responsible for the support and delivery of Advanced Services to 
company’s major accounts. Telecommuting permitted and travel 
may be required to various unanticipated locations throughout the 
United States. Data Analyst (Ref.# RTP589): Develop and 
maintain enterprise-wide frameworks to assess maturity of data 
protection practices and data-specific risks by taking into account 
Company’s legal obligations, customer and market expectations, 
competitive differentiation, and risk landscape. Network 
Consulting Engineer (Ref.# RTP245): Responsible for 
the support and delivery of Advanced Services to company’s 
major accounts. Travel may be required to various unanticipated 
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locations throughout the United States. IT Project Manager 
(Ref.# RTP105): Responsible for defining IT project 
requirements, plans, schedules, and resources for small to large/
complex projects.

RICHARDSON, TX: Customer Support Engineer 
(Ref.# RIC1): Responsible for providing technical support 
regarding the company’s proprietary systems and software. 
Network Consulting Engineer (Ref.# RIC20): 
Responsible for the support and delivery of Advanced Services 
to company’s major accounts. Telecommuting permitted and 
travel may be required to various unanticipated locations 
throughout the United States. Technical Lead/Leader 
(Ref.# RIC55): Lead engineering groups on projects 
to design, develop or test hardware or software products. 
Network Consulting Engineer (Ref.# RIC898): 
Responsible for the support and delivery of Advanced Services 
to company’s major accounts. Telecommuting permitted.

ROSEMONT, IL: Consulting Systems Engineer 
(Ref.# ROSE17): Provide specific end-to-end solutions and 
architecture consulting, technical and sales support for major 
account opportunities at the theater, area, or operation level. 
Travel may be required to various unanticipated locations 
throughout the United States.

SAN JOSE/MILPITAS/SANTA CLARA, CA: 
Consulting Systems Engineer (Ref.# SJ2): Provide 
specific end-to-end solutions and architecture consulting, 
technical and sales support for major account opportunities 
at the theater, area, or operation level. Principal Engineer 
(Ref.# SJ673): Lead the team for developing and enhancing 
routing and switching protocols and features for company’s 
products. Customer Support Engineer (Ref.# SJ3): 
Responsible for providing technical support regarding the 
company’s proprietary systems and software. Solutions 
Architect (Ref.# SJ27): Responsible for IT advisory 
and technical consulting services development and delivery. 
Database Administrator (Ref.# SJ43): Design and 
develop diagnostic software for verification and validation in 
engineering and manufacturing. Hardware Engineer 
(Ref.# SJ5): Responsible for the specification, design, 
development, test, enhancement, and sustaining of networking 
hardware. Virtual Systems Engineer (Ref.# SJ544): 
Engage customers virtually via collaborative tools and 
technology including web and video conferencing.

PLEASE MAIL RESUMES WITH REFERENCE NUMBER 
TO CISCO SYSTEMS, INC., ATTN: V51B, 170 W. Tasman 
Drive, Mail Stop: SJC 5/1/4, San Jose, CA 95134. No phone calls 
please. Must be legally authorized to work in the U.S. without 
sponsorship. EOE. 

www.cisco.com

David J. DeWitt Chair  
in Computer Sciences
University of Wisconsin-Madison

The Department of Computer Sciences is pleased to announce 
the establishment of the David J. DeWitt Chair in Computer 
Sciences, endowed by the generosity of alumnus Dr. Rakesh 
Agrawal. Applications and nominations are currently being 
accepted. 

Scholars with an established track record in the area of 
database systems are encouraged to apply. Appointment will 
be as full professor with tenure. While we are especially 
interested in candidates with a strong “systems” focus, any 
scholar whose primary publication venues have been ACM 
SIGMOD, VLDB, ACM PODS and ACM SIGKDD is 
encouraged to apply.

The DeWitt Chair shall be an internationally renowned 
researcher and educator committed to benefitting society 
through scientific breakthroughs, technological innovation and 
the democratization of knowledge acquisition and diffusion. 
The recipient will be a key member of UW-Madison’s database 
research group and join a highly ranked CS department with 
over $20M of research activity per year, located in a vibrant, 
livable city that Forbes has identified as one of the fastest-
growing technology hubs in the U.S.

Additional information can be viewed at 
http://www.cs.wisc.edu/about/employment

CLASSIFIED LINE AD SUBMISSION DETAILS: Rates are $425.00 

per column inch ($640 minimum). Eight lines per column inch and 

average five typeset words per line. Send copy at least one month 

prior to publication date to: Debbie Sims, Classified Advertising, 

Computing Edge Magazine, 10662 Los Vaqueros Circle, Los Alam-

itos, CA 90720; (714) 816-2138; fax (714) 821-4010. Email: dsims@

computer.org.

In order to conform to the Age Discrimination in Employment Act 

and to discourage age discrimination, Computing Edge may reject 

any advertisement containing any of these phrases or similar ones: 

“…recent college grads…,” “…1–4 years maximum experience…,” 

“…up to 5 years experience,” or “…10 years maximum experience.” 

Computing Edge reserves the right to append to any advertisement 

without specific notice to the advertiser. Experience ranges are 

suggested minimum requirements, not maximums. Computing Edge 

assumes that since advertisers have been notified of this policy in 

advance, they agree that any experience requirements, whether 

stated as ranges or otherwise, will be construed by the reader as 

minimum requirements only. Computing Edge encourages employ-

ers to offer salaries that are competitive, but occasionally a salary 

may be offered that is significantly below currently acceptable lev-

els. In such cases the reader may wish to inquire of the employer 

whether extenuating circumstances apply.
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Oracle America, Inc.
has openings for

SENIOR
PRINCIPAL

CONSULTANT
 positions in New York, New York.

Job duties include: Analyze requirements 
and deliver functional and technical 
solutions. Travel to various unanticipated 
sites throughout the United States 
required. 

Apply by e-mailing resume to 
brian.shumsky@oracle.com, 

referencing 385.18334.  
Oracle supports workforce diversity.

TECHNICAL
Oracle America, Inc.

has openings for

SYSTEM
ADMINISTRATOR

 positions in Tampa, FL.

Job duties include: deploying, 
configuring, maintaining, and 
supporting Oracle Primavera SaaS 
solutions hosted in OCI’s Cloud. 

Apply by e-mailing resume to 
scott.beals@oracle.com, 

referencing 385.18479.  

Oracle supports workforce diversity.

TECHNOLOGY

Oracle America, Inc.
has openings for

SYSTEMS 
ANALYST 

- SUPPORT
 positions in Frisco, TX.

Job duties include: Acts as an expert 
member of the problem-solving/avoidance 
team. Solves extremely complex (often 
previously unknown), critical customer 
issues.  

Apply by e-mailing resume to 
sachin.u.shah@oracle.com, 

referencing 385.17749.  

Oracle supports workforce diversity.

TECHNOLOGY

WhatsApp, Inc.
currently has the following openings in 

Menlo Park, CA (various levels/types): 

SOFTWARE
ENGINEER

(8065J) 

Help build the next generation of 
systems behind WhatsApp’s products, 
create web and/or mobile applications 
that reach over one billion people, and 
build high volume servers to support 
our content. 

Mail resume to: WhatsApp, Inc. Attn: 
SB-GMI, 1 Hacker Way, Menlo Park, CA 
94025. Must reference job title and 
job# shown above, when applying.

TECHNOLOGY

2017 B. Ramakrishna Rau Award
Call for Nominations

Honoring contributions to the computer microarchitecture field

New Deadline: 1 May 2017

Established in memory of Dr. B. (Bob) Ramakrishna Rau, the award 
recognizes his distinguished career in promoting and expanding the 
use of innovative computer microarchitecture techniques, including 
his innovation in complier technology, his leadership in academic 
and industrial computer architecture, and his extremely high personal 
and ethical standards.

WHO IS ELIGIBLE?: The candidate will have made an outstanding 
innovative contribution or contributions to microarchitecture, use of novel 
microarchitectural techniques or compiler/architecture interfacing. It is hoped, but not 
required, that the winner will have also contributed to the computer microarchitecture 
community through teaching, mentoring, or community service.

AWARD: Certificate and a $2,000 honorarium.

PRESENTATION: Annually presented at the ACM/IEEE International Symposium on 
Microarchitecture

NOMINATION SUBMISSION: This award requires 3 endorsements. Nominations are 
being accepted electronically: www.computer.org/web/awards/rau

CONTACT US: Send any award-related questions to awards@computer.org

www.computer.org/awards
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LinkedIn Corp. 
has openings in our Sunnyvale, CA location for:

Software Engineer (All Levels/Types) (SWE1216SV) Design, develop & integrate cutting-edge software technolo-
gies; Site Reliability Engineer (6597.1351) Set up & maintain data sources connections, incremental data loads, 
section access, & governance dashboards within BI tool. Senior Database Engineer (6597.1748) Review & deploy 
code changes while monitoring backups, troubleshooting performance issues & supporting the Development Team. 
Senior Test Engineer (6597.1482) Design & develop advanced test suites using object-oriented methodologies. Prod-
uct Manager (6597.1578) Analyze the competitive environment, customers & product metrics to determine the right 
set of features to drive engagement & usage on LinkedIn.

 
LinkedIn Corp. has openings in our San Francisco, CA location for:

Software Engineer (All Levels/Types) (SWE1216SF) Design, develop & integrate cutting-edge software technolo-
gies.

 
Please email resume to:  6597@linkedin.com. Must ref. job code above when applying.

TECHNOLOGY

ACM and the IEEE Computer Society co-sponsor the Eckert-Mauchly Award, which was initiated in 1979. The 
award is known as the computer architecture community’s most prestigious award.

The award recognizes outstanding contributions to computer and digital systems architecture. It comes with a 
certificate and a $5,000 prize.

The award was named for John Presper Eckert and John William Mauchly, who collaborated on the design and 
construction of the Electronic Numerical Integrator and Computer (ENIAC), the first large-scale electronic computing 
machine, which was completed in 1947.

TO BE PRESENTED AT

ISCA 2017
The 44rd ACM/IEEE International 
Symposium on Computer Architecture
http://isca17.ece.utoronto.ca/doku.php

Nomination Guidelines:
• Open to all. Anyone may nominate. • Self-nominations are not 
accepted. • This award requires 3 endorsements.

ACM - IEEE CS ECKERT-MAUCHLY AWARD
Call for Award Nominations • Deadline: 30 March 2017 • www.computer.org/awards • awards.acm.org

Questions? Write to IEEE Computer Society 
Awards Administrator at awards@computer.org
or the ACM Awards Committee Liaison at acm 
-awards@acm.org
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TECHNOLOGY
Help build the next generation of systems behind Facebook's products. 

Facebook, Inc. 
currently has the following openings:

Openings in Menlo Park, CA (multiple openings/various levels):  
Application Engineer (8510J) Develop and maintain integrated, scalable, corporate applications. Manage the employee identity management system supporting employ-
ees across Facebook. Product Support Specialist (7673J) Monitor the technical quality and health of Facebook products and provide clear direction on top priority issues.  
Security Engineer Manager (2806J) Lead a team of security engineers and data scientists to research and understand the latest criminal safety trends and identify and 
consult on the design of infrastructure to detect and investigate abuse.   Engineering Manager (4188J) Drive engineering effort, communicate cross-functionality, and 
be a subject matter expert; and/or perform technical engineering duties and oversee a team of engineers. Front End Engineer (8437J) Work with Product Designers to 
implement the next generation of Company’s products. Build efficient and reusable front-end abstractions and systems.  UX Research Manager (3432J) Be an expert user 
experience researcher with a proven track record of doing research that impacts a complex and diverse product. Position requires occasional travel to unanticipated 
locations.

 
Openings in Seattle, WA (multiple openings/various levels):

Product Security Engineer (2317J) Provide security guidance on a constant stream of new products and technologies.
 

Openings in New York, NY (multiple openings/various levels):
Software Engineer (NYSWEB1116J) Create web and/or mobile applications that reach over one billion people & build high volume servers to support our content. 
Bachelor’s degree required.  Software Engineer (NYSWEM1116J) Create web and/or mobile applications that reach over one billion people & build high-volume servers 
to support our content, utilizing graduate level knowledge. Master’s degree required.

 
Mail resume to: Facebook, Inc. Attn:  SB-GIM, 1 Hacker Way, Menlo Park, CA 94025. Must reference job title & job# shown above, when applying.   

NOMINATE A COLLEAGUE FOR THIS AWARD!

DUE: 15 OCTOBER 2017

CALL FOR STANDARDS AWARD NOMINATIONS

IEEE COMPUTER SOCIETY HANS KARLSSON 
STANDARDS AWARD

Submit your nomination electronically: awards.computer.org | Questions: awards@computer.org

•  Requires 3 endorsements.

•  Self-nominations are not accepted.

•  Do not need IEEE or IEEE Computer Society membership to apply.

A plaque and $2,000 honorarium is presented in recognition of 
outstanding skills and dedication to diplomacy, team facilitation, and 
joint achievement in the development or promotion of standards in the 
computer industry where individual aspirations, corporate competition, 
and organizational rivalry could otherwise be counter to the bene� t 
of society.



Recognizing Excellence in High Performance Computing 

Nominations are Solicited for the

SEYMOUR CRAY
SIDNEY FERNBACH

& KEN KENNEDY AWARDS

Deadline: 1 July 2017
All nomination details available at http://awards.computer.org

SEYMOUR CRAY COMPUTER ENGINEERING AWARD
Established in late 1997 in memory of Seymour Cray, the Seymour Cray Award 
is awarded to recognize innovative contributions to high performance comput-
ing systems that best exemplify the creative spirit demonstrated by Seymour 
Cray. The award consists of a crystal memento and honorarium of US$10,000. 
This award requires 3 endorsements.

Sponsored by: 

ACM/IEEE-CS KEN KENNEDY AWARD
Established in memory of Ken Kennedy, the founder of Rice University’s
nationally ranked computer science program and one of the world’s foremost 
experts on high-performance computing. A certificate and US$5,000 honorarium 
are awarded jointly by the ACM and the IEEE Computer Society for outstanding 
contributions to programmability or productivity in high performance comput-
ing together with significant community service or mentoring contributions. 
This award requires 2 endorsements.

Cosponsored by:  

SIDNEY FERNBACH MEMORIAL AWARD
Established in 1992 by the Board of Governors of the IEEE Computer Society. It 
honors the memory of the late Dr. Sidney Fernbach, one of the pioneers on the 
development and application of high performance computers for the solution of 
large computational problems. The award, which consists of a certificate and a 
US$2,000 honorarium, is presented annually to an individual for “an outstand-
ing contribution in the application of high performance computers using innova-
tive approaches.” This award requires 3 endorsements.

Sponsored by: 



The Truth Behind Technology
March 21–22, 2017 | Burlingame, CA

For Early Pricing, Register Now!For Early Pricing, Register Now!

FUTURE 
TECHNOLOGIES, 
TRENDS, 
TECH GURUS
Learn the latest trends and best practices, 
and hear case studies from thirty-three of 
today’s top technology gurus as they dispel 
the myths about disruptive technologies 
and demonstrate actionable problem solving 
techniques you can apply today.

www.computer.org/TechIgnite

Featuring

Steve Wozniak & 
Grady Booch 
Also, Google’s Head of Quantum-
Hardware Team, CTO Homeland 
Security, and Uber’s Machine 
Learning & AI Guru




